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ABSTRACT 

 

The emergence and modernization of Unoccupied Aircraft Systems (UAS), broadly known as 

drones, and Structure-from-Motion (SfM) photogrammetry have made significant contributions to 

the geospatial and surveying world. Traditionally, indirect georeferencing by using ground control 

points (GCPs) is used to georeference UAS imagery when high accuracy positioning is required. 

However, this approach is tedious and impractical when surveying remote or inaccessible coastal 

areas, or when desiring to map coastlines from shipborne UAS operations. The broad applicability 

of UAS and SfM technologies has led to a wide range of data collection and SfM processing 

workflows that can be utilized, enhanced further by the implementation of various Global 

Navigation Satellite Systems (GNSS) techniques for direct georeferencing of the imagery. 

As part of an investigation conducted by the Office of Coast Survey (OCS) at the National Oceanic 

and Atmospheric Administration (NOAA), this study seeks to identify UAS-SfM data collection 

and processing workflows that maintain vertical accuracies at the decimeter-level without the 

aiding of GCPs. The study uses UAS imagery collected from two different UAS platforms at two 

different sandy beach study sites along the Southern Texas Gulf Coast. The objectives of the study 

are two-fold: (i) examine the applicability of Real-Time Kinematic (RTK), Post-Processed 

Kinematic (PPK), and Precise Point Positioning (PPP) GNSS solutions as plausible substitutes to 

ground control points (GCPs) for UAS-SfM shoreline mapping, and (ii) to evaluate the impact of 

three-commercial SfM software (Drone2Map, Metashape, and Pix4D) and one open-source 

software (Web OpenDroneMap) on the quantitative and qualitative characteristics of resulting 

mapping products. 
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Results showed that RTK and PPK can reach centimeter-level vertical accuracies, fulfill the 

requirements set forth for this project, and are the most suitable alternatives to GCPs for remote 

surveying when plausible. When using PPK, the highest accuracies were reached when using base 

stations within 30 kilometers of the survey site, especially when combined with higher percentages 

of PPK fix, a measure that explains the number of photos that successfully underwent PPK 

correction. PPP offers the best alternative for remote UAS surveying, given that it is a single -

receiver method, but the results evaluated here did not meet desired vertical accuracy levels.  

However, enhancing convergence time techniques is likely to reach even better results.  In terms 

of SfM software, Metashape and Pix4D proved to be the most robust software altern atives 

achieving repeatable centimeter-level vertical accuracies for derived mapping products. Several 

inconsistencies were observed with Drone2Map and ODM, which hinder its applicability for UAS 

surveying without GCPs. 

The results and techniques discussed in this study help to optimize data acquisition and processing 

workflows for shoreline mapping and remote surveying. 
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CHAPTER I 

INTRODUCTION 

1.1. Background 

In recent times, advancements in Unoccupied Aircraft Systems (UAS), broadly known as 

drones, and Structure-from-Motion (SfM) photogrammetry have allowed for more optimized 

methods to collect survey data for topographic mapping, particularly when surveying remote areas. 

Historically, said surveys were conducted with the aid of instruments such as total stations and 

level rods, which proved inefficient due to the substantial time they needed for completion.  

The emergence of UAS-SfM has drastically reduced the amount of time required to acquire 

topographic data and generate maps with such data. As UAS-SfM continues to expand, there has 

been an increasing interest in evaluating the accuracy of UAS-generated products as influenced by 

the georeferencing technique utilized. Traditionally, the imagery used for UAS-SfM processing is 

georeferenced through a technique known as indirect georeferencing, in which ground control 

points (GCPs) are used to tie the UAS imagery to a given point on earth. Though accurate and 

popular, the use of GCPs for georeferencing UAS imagery can be impractical for reasons such as 

difficulty to implement in areas of limited physical access, additional time needed to use these 

points during the survey and post-processing, and potential movement of the GCPs by pedestrians, 

water, or even wind. The modern alternatives to these challenges have been direct georeferencing 

techniques, which use onboard Global Navigation Satellite Systems (GNSS) technologies to 

georeference the UAS imagery used for mapping. 

1.2. Summary of Objectives 

This study evaluates pertinent workflows associated with field data acquisition and post-

processing. The two principal contributions of this study are summarized as follows: 
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1. Perform UAS field data collection tests to evaluate the following three different GNSS 

kinematic solutions as alternatives to GCPs for georeferencing UAS imagery and 

derived mapping projects: Real-Time Kinematic (RTK), Post-Processed Kinematic 

(PPK), and Precise Point Positioning (PPP). Supplementary testing is conduct to assess 

the influence of GNSS sampling rate, PPK fix percentage, GNSS baseline distance, and 

UAS flying height on vertical accuracy of SfM data products. Accuracy results are 

compared to ground control data acquired using RTK GNSS, a total station survey, and 

a terrestrial laser scanner.  

2. Process data in multiple commercial and open source SfM processing software and 

provide a comparative assessment. The commercial software evaluated are Drone2Map 

(maintained by the USA’s Environmental Systems Research Institute – ESRI), Agisoft 

Metashape (or simply Metashape, formerly PhotoScan, by Russian organization 

Agisoft LLC), Pix4Dmapper (or simply, Pix4D, part of the Swiss suite Pix4D). The 

open source software evaluated is Web OpenDroneMap (or simply ODM, a web-based 

SfM software engineered by geospatial developers based in the USA. The comparative 

assessment includes a quantitative assessment of positional accuracy of point cloud 

outputs from each of the software as well as a qualitative assessment on the appearance 

of the generated point clouds, orthomosaics, DSMs, and DTMs. Moreover, assessments 

are made to outline the limitations of each software as well as their advantages and 

disadvantages.  

1.3. Motivation 

This study is in alignment with a project led by the Office of Coast Survey (OCS), a branch 

of the National Oceanic and Atmospheric Administration (NOAA). This project is concerned with 



 

3 
 

exploring different post-processing kinematic solutions for surveying regions of limited physical 

access, including shoreline mapping from nautical vessels. The project relies on collaborative 

efforts by agencies and institutions such as Texas A&M University-Corpus Christi, Oregon State 

University, and NOAA. 

The post-processing solutions assessed in this study would serve as alternatives to using 

GCPs while still maintaining survey-grade accuracy for such surveys. Additional motivations from 

this project include assessing take-off and landing repeatability of UAS platforms and the creation 

of standard operating procedures adaptable to shipboard operations. 

Furthermore, the results obtained from this study could have a significant positive impact 

on coastal monitoring efforts, particularly in regions prone to natural disasters. The material 

explored in this study improves UAS survey efficiency and increases awareness about different 

processing and georeferencing techniques that can be employed. Ultimately, these can facilitate 

studies by agencies dedicated to a variety of tasks ranging from coastal mapping to temporal 

monitoring, thus benefiting all parties concerned with promptly acquiring and processing UAS 

data for their business activities. 

Lastly, the author of this thesis desires a professional career as a geospatial scientist and 

intends to partake in projects related to coastal and offshore applications of Remote Sensing, all of 

which rely heavily on the methods explored herein. 
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CHAPTER II 

REVIEW OF THE LITERATURE 

Unoccupied Aircraft Systems are platforms that are “uninhabited and reusable motorized 

aerial vehicles which are remotely controlled, semi-autonomous, or have a combination of these 

capabilities” (Uysal et al., 2015). Applications of UAS include activities such as environmental 

monitoring (Tmušić et al., 2020), land use development, (Halls & Magolan, 2019), morphology 

change (Duo et al., 2021 and Hastaoğlu et al., 2019), mapping of marine litter (Gonçalves et al., 

2020), disaster management (Xu et al., 2014), archeological studies (Naanouh & Stanislava, 2020), 

and topographic surveys (James et al., 2017 and Chuyen et al., 2019). They are also used every 

day for casual activities such as photography and fishing. Specific applications of UAS are 

determined by the type of sensors that are mounted on the platform. Two of the most used sensors 

in geospatial engineering are RGB cameras (Red Green Blue) and Light Detection and Ranging 

(LiDAR) sensors. Sometimes professionals and researchers use both sensors separately to collect 

data from a single location (i.e., Bandini et al., 2020), or they may even utilize a system that has 

both RGB and LiDAR capabilities (i.e., Kalacska et al., 2021). 

Structure-from-Motion (SfM) photogrammetry is a method of remote sensing that uses 

overlapping images to reconstruct an area of interest (Kalacska et al., 2021). Figure 1 describes 

the SfM process. In short, it consists of acquiring overlapping images and using computer vision 

technology to detect and match unique points in various images which are ultimately used to create 

a point cloud and three-dimensional models of the mapped area. The accuracy of UAS-SfM is 

affected by factors such as the quality of the camera used, georeferencing technique (Fraser, 2013 

and Sanz-Ablanedo et al., 2018), distribution of GCPs, image overlap, object motion, modeling of 

lens distortion (Slocum & Parish, 2017), turbulence and wind speeds (Chu et al., 2021), the UAS 
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used (Mugnai & Tucci, 2022), and the altitude at which the system is flown (Thomas et al., 2020). 

Starek et al. (2019) define the ground sample distance (GSD) as the “projected pixel width on the 

ground” and explain that it is a function of the focal length of the camera used, the characteristics 

of the sensor, and the altitude at which the photos are taken. Higher GSDs usually lead to high-

quality imagery. Tmušić et al. (2020) recommend excluding low-quality images from processing. 

 

Figure 1. Summary of the SfM workflow (Starek et al., 2019). 

There are various software options used for SfM processing. Some are commercial options 

(i.e., Metashape, Drone2Map, Pix4D) and others are open-source (i.e., COLMAP, OpenMVG, and 

ODM). They have varying advantages and disadvantages as well as levels of performance, 

depending on the environment at hand. Schwind & Starek (2017) are only one of the numerous 

studies that evaluate different SfM software. In their study, several land covers/uses were surveyed 

using a UAS and processed using PhotoScan (before it became Agisoft Metashape) and Pix4D. 

Results suggested better performance for Pix4D when surveying mash and beach, and PhotoScan 

for oblique-oriented objects such as houses. 

Digital Elevation Models (DEMs) are one of the most common products generated using 

SfM photogrammetry. DEMs are a pixel geometric representation of the topography in a surveyed 
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area. They can be categorized into Digital Surface Models (DSMs) and Digital Terrain Models 

(DTMs). DSMs are topographic representations of the earth that include features elevated above 

the earth such as buildings and trees, while DTMs include only topography void of surface features 

(Rogers et al., 2020). 

Georeferencing techniques are the tools used to assign an x and y coordinate value to an 

object. In the context of UAS-SfM, to georeference an image means to assign the image a pair of 

coordinates such that it can be located on the Earth’s surface. As Wolf et al. (2014) explain, the 

process of georeferencing, also known as ground registration, sees that the imagery used is aligned 

with a northing and easting in a given coordinate system. The georeferencing methods can be 

categorized into Indirect Georeferencing and Direct Georeferencing (Sanz-Ablanedo et al., 2018). 

Coordinate systems are extremely important for UAS-SfM surveys. In short, they are frameworks 

that assign a horizontal and vertical coordinate value to a feature of interest. They can be 

subdivided into geographic and projected coordinate systems. The former is a framework that 

defines features of interest on a model of the earth. The latter converts geographic units into a flat-

like frame, which is commonly defined through mathematical algorithms (Smith, 2020). 

Traditionally, UAS imagery used is georeferenced using GCPs (Rabah et al., 2018), a 

process known as Indirect Georeferencing, in which the GCPs are used to help with Aero -

Triangulation (AT) and can reach accuracies of 0.02 meters (Padró et al., 2019).  Although usually 

the most accurate of methods (Forlani et al., 2018), Indirect Georeferencing can be unfeasible at 

times due to reasons such as the substantial overhead needed to compensate for the manufacturing 

(painting and materializing) of GCPs and the difficulty of physical access to remote areas (Padró 

et al., 2019). In addition, this method is often time-consuming, subject to potential inconsistencies 

due to targets moving between the time they were placed and the time they were surveyed (Wolf 
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et al., 2014), inappropriate when surveying non-flat surfaces (Lillesand et al., 2015), and incurs 

significant labor expenses, especially when surveying larger geographic areas (Ghilani, 2017). 

Oniga et al. (2018) also discuss that the use of GCPs can be tedious in the field and after a survey, 

especially when using them excessively. These issues have coaxed organizations into seeking other 

ways to conduct UAS surveys without having to rely on GCPs for georeferencing.  

Developments in GNSS technology now allow UAS surveys to be georeferenced using 

built-in geopositional capabilities, in a process that is commonly known as Direct Georeferencing. 

Alongside GNSS, the emergence of Inertial Navigation Systems (INS) has facilitated the 

determination of the external orientation parameters needed for georeferencing: coordinate values 

X, Y, and Z, as well as camera rotation angles Omega (ω), Phi (φ), and Kappa (κ). This eliminates 

the need for GCPs (Turner et al., 2014), which are used to determine the external orientation 

parameters through AT (Rabah et al., 2018). GNSS does not provide the angular orientation of the 

exposure of each photo (Wolf et al., 2014), hence INS is so important because it does provide that 

information (Lillesand et al., 2015). While there has been substantial research about the use of 

GNSS technology in UAS-SfM georeferencing, more assessment is needed that evaluates how 

different GNSS collection methods affect the accuracy of UAS-SfM-generated data. 

Direct Georeferencing occurs when UAS-SfM data is georeferenced using onboard GNSS 

technology built within the UAS platform. It is highly dependent on the quality of the receiver and 

flying altitude. Turner et al. (2014) emphasize that the accuracy of Direct Georeferencing can 

decrease with increasing altitudes. When directly georeferencing imagery, loss of accuracy is 

frequent with cheap navigation-grade Global Positioning System (GPS) units, and in the presence 

of imprecise time synchronization between the capture of the imagery and the GNSS receiver. The 

effects of this delayed time synchronization have been addressed in studies such as Turner et al. 
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(2014) and Daakir et al. (2017). Turner et al. (2014) explain that the effects of the delayed 

synchronization between the camera shutter and the GNSS receiver are more noticeable as the 

speed of the UAS platform increases. There are tools available to improve this synchronization, 

even up to 1 millisecond, but minimal delays should still be expected and accounted for if the 

margin of error is known. In some cameras, this delay is given by the maximum shutter speed, a 

value usually provided in the manufacturer’s specifications.  Moreover, the impact of 

synchronization can be minimized by using a sampling GPS receiver in conjunction with plausible 

interpolation techniques (Daakir et al., 2017). 

Available literature (Padró et al., 2019 and Turner et al., 2014) explains that the accuracy 

of Direct Georeferencing can be enhanced by using a dual-frequency differential receiver. Because 

GNSS encompasses constellations from across the world (i.e., USA’s GPS, Russia’s GLONASS), 

it helps to work with receivers that can detect signal frequencies from different constellations. 

Users of Direct Georeferencing workflows must account for biases such as satellite and clock 

errors, ionospheric and tropospheric refraction (Sickle, 2015), ephemeris, multipath, instrumental 

miscentering, antenna height measurements, and satellite geometry (Ghilani, 2017). 

GNSS correction techniques are used to improve the solutions from GNSS measurements. 

In the context of UAS-SfM, these techniques are extremely important because they ensure that 

each image has the most accurate pair of vertical and horizontal coordinates. Three of the most 

common GNSS correction techniques are Real-Time Kinematic (RTK), Post-Processed Kinematic 

(PPK), and Precise Point Positioning (PPP). 

RTK provides immediate solutions (Ghilani, 2017) by accounting for positional errors 

through the continuous collection of differential information about an area  of interest. It uses a 

combination of a base station and a rover receiver (Rokaha et al., 2019) for that purpose, where 
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the location of the base is known, and the rover receiver is of unknown location and is constantly 

moving. Solution differences between the base and the rover receiver are then used to solve the 

unknown integer ambiguities (Wolf et al., 2014). RTK is efficient when uninterrupted 

synchronization between the base and the receiver occurs. Loss of signal leads to inaccurate 

solutions. RTK has been reported to produce errors 5-7 cm larger than GCPs (Forlani et al., 2018). 

PPK is similar to RTK in the sense that a base receiver is used in coordination with a 

moving rover receiver. However, instead of making real-time corrections, solutions are obtained 

after the survey has taken place. Both RTK and PPK are often associated with Real-Time Networks 

(RTNs), the name given to a set of networks used for real-time differential satellite corrections 

(Sickle, 2015). When employing UAS surveys, the rover station is usually the aircraft being flown 

and the base station can be either a temporary station occupied by a GPS (i.e., static survey) or a 

nearby base station that logs GNSS information, such as Continuous Operating Reference Stations 

(CORS). CORS are perceived as a subset of RTNs. They are often used in GNSS surveys because 

their position is known very accurately, and they are occupied by a receiver that continuously 

collects satellite data about them. Thus, CORS are conceivable base stations to use when 

performing RTK or PPK surveys (Ghilani, 2017). Higher accuracies are possible when using base 

stations as close to the survey site as possible (Bisnath et al., 2004). In other words, the accuracy 

of solutions is inversely proportional to the distance between the base station and rover receiver.  

Static surveys or observations are a common GNSS aiding technique in which a stationary 

GNSS receiver collects GNSS measurements for an extended period, which then serve as the 

foundation for subsequent GNSS corrections. Static observations are often processed using the 

NGS Online Positioning User Service (OPUS) tool. According to the NGS (2020),  OPUS allows 

submissions of observations of 15 minutes minimum and 48 hours maximum. The accuracy of 
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results is directly proportional to the length of observations. OPUS’s current structure allows only 

static observations recorded in intervals of 1, 2, 3, 5, 10, or 30 seconds. Regardless of the interval 

chosen, OPUS automatically decimates the input data to 30 seconds before processing. Results are 

sent to an email of the user’s choice. Jamieson & Gillins (2018) and Alkan et al. (2017) list 

alternative services for processing static observations, including AUSPOS, GNSS Analysis and 

Positioning Software, and Trimble Real Time eXtended.  

When utilizing PPP, GNSS solutions undergo extensive processing to solve ambiguities 

related to ephemeris and clock data (Sickle, 2015 and Angrisano et al., 2020). These include 

detailed information about satellite location, timing, and health. Some of the errors considered 

when using PPP are the ionospheric and tropospheric delays, relativity effect, satellite and receiver 

clock corrections, and the satellite antenna offset (Lu & Li, 2011). PPP has been available for 

several years and commonly offers broadcast, ultra-rapid, rapid, and final solutions. Though most 

accurate (can reach sub-centimeter accuracies), final solutions require extensive time to solve for 

ambiguities (12-18 days) thus making them unfeasible when working under time constraints. PPP 

is broadly categorized into static or kinematic. Static PPP occurs when solutions are required for 

a single point, and Kinematic PPP occurs when solutions are required for a moving receiver (i.e., 

UAS platform). PPP requires no support from base stations (Angrisano et al., 2020 and NovAtel, 

2015), making it extremely convenient for surveying remote areas (Choy & Harima, 2020). 

Common services available for PPP processing today include, but are not limited to, the 

Canadian Spatial Reference System PPP Service (CSRS-PPP), RTKLIB, GNSS Analysis and 

Positioning Software (GAPS), Automatic Precise Positioning Service (APPS), Real-Time 

Proprietary Correctors, and Applanix PP-RTX. PPP continues to gain popularity due to advantages 

such as ease of use and cost-effectiveness (Alkan et al., 2020), especially when using web-based 
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services, which are often free, require little to no GNSS knowledge, and can provide solutions very 

rapidly. Some of the disadvantages of using PPP include the initial convergence time, multipath 

(Henkel et al., 2016 and Alkan et al., 2017), the limitation in the allowable data volume that can 

be uploaded and processed using PPP services (Alkan et al., 2020), and the inaccessibility of 

services due to being out of service or schedule for maintenance (Alkan et al., 2017) . Chen & 

Chang (2020) proposed PPPLib as a PPP processing software written in C/C++, which provides 

additional features such as better efficiency. 

The issue of convergence time when using PPP has been discussed at length in several 

works such as Alkan et al. (2017), Martín et al. (2011), and Li & Zhang (2013). In simple, 

convergence is the period it takes for a GNSS observation to gather the right combination of 

parameters that affect the PPP solutions, such as satellite geometry, user environment, sampling 

rate, quality of observation, and most importantly, to address the corrupted initial fractional non-

integer receiver- and satellite-dependent uncalibrated phase delays (Martín et al., 2011). The most 

accurate results are obtained during long surveys, and centimeter-level accuracies were achieved 

under convergence times of as little as 30 minutes (Li & Zhang, 2013) or as much as 70 minutes 

(Alkan et al., 2017). These studies agree that multi-frequency GNSS and less float GPS solutions 

contribute to a faster convergence rate. There is also evidence that Kinematic PPP is generally less 

accurate than Static PPP (Berber et al., 2021). 

Padró et al. (2019) assess four different UAS georeferencing techniques: (i) Direct 

Georeferencing using on-board raw GNSS data, (ii) Direct Georeferencing using PPK single 

frequency carrier-phase using information from a reference station located 4 km from the survey 

site, (iii) Direct Georeferencing using PPK with dual-frequency carrier-phase GNSS data and 

differential GPS to correct for errors, and (iv) Indirect Georeferencing using GCPs. Their findings 
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showed that the use of GCPs yielded the best accuracies, followed by PPK using dual-frequency 

GNSS data. However, these two were also the most expensive surveys to conduct.  

Generally, higher positional accuracies can be achieved when using GNSS to collect 

multiple epochs over a given point on earth. However, this is practically impossible to achieve 

when using Direct Georeferencing (without GCPs) to georeference UAS imagery because the 

platform is constantly moving (Sanz-Ablanedo et al., 2018). When using GCPs, the accuracy of 

the survey depends highly on the number of GCPs used. Martínez-Carricondo et al. (2018) focus 

on the impact of the number of GCPs on the accuracy of SfM models. The ir research fulfilled 

expectations by concluding that the accuracy of the models increases as the number of GCPs 

increases, until saturation is reached, and continued increase may adversely affect the accuracy. 

They also discussed the importance of placing GCPs on the edge of the survey site to improve 

results. 

GCPs can sometimes be used as checkpoints. This happens when instead of using for 

georeferencing purposes, they are used solely to measure the accuracy of the survey.  The American 

Society for Photogrammetry and Remote Sensing (ASPRS) has one of the most widely followed 

standards for UAS surveying. In terms of vertical checkpoints, ASPRS (2015) standards require 

that they be surveyed on flat or uniformly sloped open terrain, with slopes of 10% or less.  Table 1 

outlines the vertical standards for vertical digital data and Table 2 shows the recommended number 

of checkpoints according to the survey area (ASPRS, 2015). Error budget considerations outlined 

by the Office of Coastal Survey (OCS) require horizontal positional accuracies within 5 m, and 

0.5 m vertically (in depths less than 100 m or 1 m in depths greater than 100 m), at the 95% 

confidence level (OCS, 2022). The allowable uncertainty is dictated by the depth at which the 

survey is being conducted, and higher uncertainties become allowable as depth increases. 
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Finally, to determine whether the accuracy has been met, the product of the Root Mean 

Square Error (RMSE) and a factor of 1.96 need to be less than or equal to the required accuracies. 

For example, the product of a 20 cm RMSE with a factor of 1.96 equals 39.2 cm, which means 

that this accuracy would satisfy the requirements. Conversely, an RMSE of 40 cm leads to a 

product of 78.4 cm, which does not meet the expected accuracies. Thus, only RMSEs of 25.5 cm 

or less would be acceptable. 

Table 1. Vertical accuracy/quality example for digital elevation data (ASPRS, 2015) 

 

Table 2. Recommended number of checkpoints based on survey area (ASPRS, 2015). 
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CHAPTER III 

METHODOLOGY 

3.1. Hardware 

3.1.1. WingtraOne PPK UAS 

The WingtraOne PPK UAS (Figure 2 and Figure 3) was the primary platform used for this 

study. It weighs approximately 3.7 kg and has a wingspan of 125 cm (Wingtra, n.d.). The platform 

can fly up to 59 minutes under favorable conditions and operates at air temperatures ranging 

between -10º C and 40º C. The WingtraOne is equipped with a multi-frequency PPK GNSS 

receiver which uses GPS and GLONASS constellations and is ready for Galileo and BeiDou. The 

platform sensor used for all data collection in this study is a full-frame Sony RX1 RII full-frame 

digital camera of 42-megapixel resolution and focal length of 35 mm. It has a global shutter that 

operates at a maximum shutter speed of 1/2000 seconds. Sony (n.d.) outlines some of these 

specifications. Flight control is performed using the WingtraPilot application, and PPK processing 

of the acquired imagery is done using WingtraHub. This platform is manufactured by Swiss 

company Wingtra, with sales offices distributed across the world. The platform is attractive to 

NOAA because of its flight and PPK capabilities and is not currently under any foreign restriction.  

According to the published manual, the WingtraOne can reach absolute accuracies of 1 cm 

horizontally, and about two to three times that factor in vertical accuracy (Wingtra, n.d.). While 

this platform operates as a fixed-wing, it can take off and land vertically with its rotary system, an 

ability commonly known as Vertical Take-Off and Landing (VTOL). This VTOL ability reduces 

damage caused by belly landings, which are common in some fixed-wing platforms such as the 

eBee Plus. This enables the platform to be operated in more confined spaces (i.e., maritime 

vessels). The WingtraOne is powered by a pair of Li-on, UN3481 complaint, 99 Wh batteries. 
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The platform has an automatic landing accuracy of less than 5 m. Tipping barely occurs at 

wind speeds ranging from 0-5 m/s and might occur at 5-8 m/s. Flying at wind speeds over 8 m/s 

is strongly discouraged. Wingtra highlights three levels of speeds attainable with the WingtraOne: 

operational cruise speed (16 m/s), sink cruise speed (3 m/s), and sink hover speed (2.5 m/s). The 

current market price for this platform without advanced add-ons is estimated at $30,000. Table 3 

summarizes the WingtraOne UAS specifications as outlined in its user manual (Wingtra, n.d.). 

Table 3. WingtraOne UAS PPK specifications. 

Classification VTOL (Vertical Take-Off and Landing) 

Battery Li-on, UN3481 complaint, 99 Wh  

Weight 3.7 kg 

Approximate flight time 59 minutes 

Maximum speed 58 km/hr 

Maximum winds sustained 30 km/hr 

Temperatures -10º C to 40º C 

Receiver Multi-frequency PPK GNSS receiver 

Camera/Sensor Sony RXI RII, 42-megapixel, 35 mm focal length 

Estimated price $30,000 without advanced add-ons 

 

   

Figure 2. WingtraOne UAS PPK platform (left) and as captured during the field survey (right). 

  

Figure 3. Action captures from operating the WingtraHub in a coastal environment. 
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3.1.2. DJI Phantom 4 RTK 

The DJI Phantom 4 RTK (Figure 4) is a quadcopter platform measuring 35 cm diagonally, 

can fly up to 58 km/h and up to 6,000 meters above sea level. It can operate at temperatures ranging 

from 0º C to 40º C. The platform has an approximate flight time of 30 minutes and is equipped 

with an RTK/PPK GNSS receiver. According to DJI (2021), the onboard RTK capability can reach 

positional accuracies at the centimeter level and yields higher accuracies than standard compass 

sensors even with magnetic interference of metal structures that might exist nearby. 

The Phantom 4 RTK weighs approximately 1.4 kg with the battery and propellers included. 

It has a sensor composed of a built-in FC6310R 20-megapixel digital camera (1-inch, CMOS 

sensor type), with a focal length of precisely 8.8 mm (commonly rounded up to 9 mm in user 

manuals and other sources). The sensor has both a mechanical and an electronic shutter. The 

mechanical shutter has a minimum speed of 8 seconds and a maximum speed of 1/2000 seconds 

(equivalent to 0.5 milliseconds). The electronic shutter also has a minimum speed of 8 seconds, 

but a much faster maximum speed, sitting at 1/8000 seconds (equivalent to 0.125 milliseconds). 

Flight control is performed using the GS RTK application with aid of a flight controller 

that has a transmission range of 7 km. DJI (2021) discourages flying in severe weather conditions 

(snow, rain, fog, and wind speeds exceeding 10 m/s). The Phantom 4 RTK is powered by a DJI 

Intelligent Flight Battery of LiPo 4S type with a capacity of 5870 mAh and a voltage of 15.2 V.  

PPK processing for this study was done using REDtoolbox, an external non-DJI 

commercial software. RTK processing requires no additional software given that the imagery is 

corrected during flight. Therefore, its imagery is readily available for processing when RTK is 

desired. The current price for the standard build of this platform could reach up to $10,000. Refer 

to Table 4 for a summary of the Phantom 4 RTK specifications provided within its user manual. 
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Table 4. DJI Phantom 4 RTK specifications. 

Classification Quadcopter 

Battery LiPo 4S, 5870 mAh, 15.2V 

Weight 1.4 kg 

Approximate flight time 30 mins 

Maximum winds sustained 36 km/hr 

Temperatures 0º C to 40 º C 

Receiver RTK/PPK GNSS receiver 

Camera/Sensor FC6310R, 20-megapixel, 8.8 mm focal length 

Estimated price At least $10,000 for the standard build 

 

  

Figure 4. DJI Phantom 4 RTK platform. 

3.1.3. Ground Control Targets 

This study used a series of ground control targets as checkpoints (see example in Figure 

5). The targets used have a dimension of 0.6 m x 0.6 m (2 ft x 2 ft) and are made of wood material 

with a white painted cross and marked by dark circle in the middle of the target center. For more 

precise target measurements, white stickers were placed at the center of each target, and target 

numbers were painted on the targets used. Not only would this allow a more central placement of 

the RTK GNSS and total station reflector during measurements, but also made it easier to identify 

each of the targets when processing in the SfM software. Furthermore, survey stakes were used in 

a handle-like hole purposedly carved on each of the targets to minimize potential movement by 

water, wind, or even pedestrians. The stakes make it easier to spot the targets from a distance, and 

the hole was made to facilitate the carrying of the targets. 
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Figure 5. Example of a ground control target used during the survey. 

3.1.4. GNSS Receiver 

Ground truth GNSS data was collected using a pair of survey-grade Septentrio NR3 GNSS 

receivers. These were run on-site by an Allegro 2 data collector running Carlson SurvCE. One 

receiver was used to record static observations while the other was tied to the Texas Department 

of Transportation (TxDOT) RTN and used as a rover to collect ground control data. The static 

observations were of a 1-second sampling rate. Generally, the TxDOT RTN network can achieve 

horizontal accuracies within 2 cm, and vertical within 4 cm. However, studies such as Smith et al. 

(2014) have shown results having longitudinal accuracies at the sub-centimeter level, 2 cm in 

latitude, and 3 cm in vertical (see summary in Table 5). All ground control was collected using the 

North American Datum 1983 (NAD83), epoch of 2011, Texas South, in ellipsoid heights. Figure 

6 shows the setup of the base station receiver as well as the Allegro data collector.  

Table 5. Notes about Septentrio NR3 GNSS receivers 

Connectivity TxDOT RTN 

Estimated accuracies 
2 cm horizontal, 4 cm vertical (dependent on factors such 

as network coverage, satellites, and equipment calibration) 

Reference NAD83 (2011), ellipsoid heights 



 

19 
 

   

Figure 6. Septentrio NR3 receiver static setup (left-most and middle) and Allegro data collector 

(right-most). 

3.1.5. Terrestrial Laser Scanner 

A Riegl VZ-2000i geodetic-grade terrestrial laser scanner (TLS) was used for additional 

ground measurements. See instrument in Figure 7. The TLS has an effective range of 2 km, a laser 

pulse repetition rate of up to 1200 kHz and operates in the near-infrared range with a 1500 nm 

wavelength. The scanner is integrated with a Nikon D810 36-megapixel camera and 20 mm focal 

length for point cloud colorization. It has an RTK-enabled receiver, microelectromechanical 

systems IMU, and a compass for obtaining accurate position and orientation estimates. This 

includes the ability to connect to the TxDOT RTN to receive a fixed solution correction and 

perform automatic scan-to-scan registration and georeferencing. The scanner can be operated 

using the onboard screen module or through a laptop connected via Wi-Fi. Table 6 summarizes 

the specifications of the laser scanner. 

Table 6. Riegl VZ-2000i TLS specifications. 

Maximum range 2 km 

Maximum laser pulse 1200 kHz 

Wavelength 1500 nm (near-infrared) 

Camera integration Nikon D810, 36-megapixel, 20 mm focal length 

Receiver RTK enabled receiver 

Correction Scan-to-scan registration and georeferencing or Wi-Fi 
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Figure 7. Riegl VZ-2000i TLS. 

3.1.6. TS15 P1 Robotic Total Station 

Ground control was also surveyed using a TS15 P1 robotic Leica total station. The total 

station was used in combination with a GPR111 Leica prism mounted on a pole and supported by 

a bipod. Figure 8 shows the combination of the total station and reflector. The instrument has a 

laser wavelength of 658 nm, pulse repetition frequency of 100 MHz, pulse duration of 800 ps, and 

a nominal ocular hazard distance of 44 m.  

Table 7. TS15 P1 specifications. 

Model TS15 P1 

Laser wavelength 658 nm 

Pulse duration 800 ps 

Pulse repetition frequency 100 MHz 

Nominal ocular hazard distance 44 m 

 

    

Figure 8. TS15 P1 total station (left three) and reflector (right-most) used to survey the targets. 
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3.1.7. Computational Hardware 

All processing was performed on a Windows 10 desktop computer, 64-bit, Intel(R), Core 

i7 – 6970X CPU at 3.00 GHz, 64 GB RAM. This computer satisfied the recommended hardware 

requirements for large projects when using Metashape (Over et al., 2021), Drone2Map (ESRI, 

n.d.), ODM (Toffanin, 2020), and Pix4D (Pix4D, 2017).  

3.2. Software 

3.2.1. Software (GNSS Evaluation) 

Different GNSS software were used to determine whether the GNSS techniques of interest 

can reach the vertical accuracies stipulated for this project. The main software and tools used for 

the GNSS evaluation are Inertial Explorer, LAStools, REDtoolbox, TEQC, and WingtraHub. 

Table 8 shows the list of these software and their corresponding versions.  

Table 8. Software and tools used for the GNSS evaluation test. 

 

3.2.2. Software (SfM Processing Evaluation) 

As mentioned previously, the SfM processing software employed in this study were 

Drone2Map, Agisoft Metashape, ODM, and Pix4D. Supplementary software (i.e., ArcGIS Pro and 

CloudCompare) were used to aid in the SfM software evaluation in terms of data preparation and 

visualization. Table 9 shows all the software used for this evaluation. 
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Table 9. Software used for SfM evaluation test. 

 

3.3. Study Sites 

3.3.1. North Packery Channel (September 4, 2020) 

Location 

Preliminary testing was performed using UAS imagery that had been acquired by the 

MANTIS (Measurement and Analytics) Lab at North Packery Channel (approximate coordinates: 

27.6230º N, 97.1988º W - Figure 9) on September 4, 2020. This location encompassed a stretch of 

beach of roughly 1 km2 that is commonly known as JP Luby Beach. Although a more rigorous 

survey at a different location would later be conducted, this dataset proved suitable for preliminary 

processing and evaluative purposes. Furthermore, it eased the need to collect field data right at the 

beginning of the project, while allowing the researchers to formulate the most convenient flight 

plan for the subsequent datasets. Data from this site was used only for SfM software evaluation . 



 

23 
 

 

Figure 9. Location of North Packery Channel. 

UAS Flight 

Only the WingtraOne UAS PPK was used to acquire imagery over North Packery Channel. 

There were 550 photos in total, which were collected at a flying height of approximately 100 m 

above ground level (AGL), and a GSD of 1.30 cm/px. The flight was designed with 75% sidelap 

and 70% endlap. The imagery was collected in NAD83 (2011), ellipsoid heights. See Table 10 for 

a summary of the flight plan for this study site. 

Table 10. Summary of flight plan for North Packery Channel. 

Platform WingtraOne UAS PPK 

Mode PPK 

Number of photos 550 

Flying height (m AGL) 100  

GSD (cm/px) 1.30 

Design 75% sidelap, 70% endlap 

Imagery coordinate system NAD83 (2011), ellipsoid heights 
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Ground Control 

There were 7 aerial targets used as checkpoints within this site. They were distributed in a 

staggered pattern across the study area (Figure 10, point 37 in this image was not used in processing 

because it could only be accurately identified in one image during processing and multiple are 

needed for good results). These targets were surveyed using RTK GNSS differentially corrected 

with the TxDOT RTN, referenced to NAD83 (2011) Texas South, and using ellipsoid heights. 

 

Figure 10. Ground control distribution at North Packery Channel (~ 500 m spacing). 
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3.3.2. Mustang Island State Park (July 13, 2021) 

Location 

Mustang Island State Park (Figure 11) was the principal site for this study. A rigorous 

survey plan was delineated and conducted on this site to ensure that a suitable workflow would be 

determined from processing this dataset. The data was acquired over a pedestrian stretch of beach 

located at the park (approximate coordinates: 27.6706º N, 97.1709º W) on July 13, 2021. The 

stretch of beach is approximately 0.05 km2. This location was surveyed upon familiarization with 

the previous dataset and the SfM processing workflows that it employed. This survey was much 

more thorough in terms of the data collected and the redundant observations acquired. Data from 

this location was used both in the GNSS techniques and SfM comparison sections of this thesis. 

 

Figure 11. Location of Mustang Island State Park. 
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UAS Flights 

Both the WingtraOne PPK UAS and the DJI Phantom 4 RTK were used to collect imagery 

at this location. The WingtraOne was flown twice: at 75 m AGL and 120 m AGL. The two 

WingtraOne flights were designed to have 80% sidelap and 70% endlap. The lower altitude flight 

yielded 271 photos (1 cm/px GSD) and the higher altitude yielded 120 photos (1.6 cm/px GSD).  

The Phantom 4 RTK was also flown twice, first in RTK mode, and then in PPK mode. 

Both the RTK and the PPK modes were flown at 59 m AGL, using a double grid flight design, and 

yielded 610 photos (1.6 cm/px GSD) each time. The RTK flight was conducted by connecting to 

the TxDOT RTN, which allowed for RTK corrected imagery to be generated on-site without the 

need for further post-processing. The RTK mode then was disabled, and the platform was 

relaunched to collect imagery that would later be corrected using PPK GNSS. 

There were four flights in total, conducted under favorable weather conditions with 

temperatures of roughly 28º C and onshore wind speeds measured at 3.35 m/s. All imagery was 

collected in NAD83 (2011), ellipsoid heights. See Table 11 for a summary of the flight plan for 

this study site. Although the Phantom 4 RTK imagery is labeled as being collected using the World 

Geodetic System of 1984 (WGS84), this is simply a labeling issue as that is the nature of DJI. 

However, because the data was collected using the TxDOT RTN, the files use the default NAD83 

(2011). Tests showed that this labeling does not affect the accuracy of the resulting models. 

Table 11. Summary of flight plan for Mustang Island State Park. 

 WingtraOne UAS PPK DJI Phantom 4 RTK UAS 

Mode PPK PPK RTK PPK 

Number of photos 271 120 610 610 

Flying height (m AGL) 75 120 59 59 

GSD (cm/px) 1 1.6 1.6 1.6 

Design 
80% sidelap 

75% endlap 

80% sidelap 

75% endlap 

Double 

grid 

Double 

grid 

Imagery Coordinate 

System 

NAD83 (2011) 

Ellipsoid heights 

NAD83 (2011) 

Ellipsoid heights 

NAD83 (2011) 

Ellipsoid heights 

NAD83 (2011) 

Ellipsoid heights 
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Ground Control – RTK GNSS vs Total Station 

There were 25 aerial targets (Figure 12) distributed in a staggered pattern used as 

checkpoints within this site. They were spaced in intervals of roughly 20 m and surveyed using 

both RTK GNSS and a total station. While this may seem redundant at first, this study is interested 

in evaluating which of these two options provided the most consistent and accurate results.  

 

Figure 12. Ground control distribution at Mustang Island State Park (~ 20 m spacing). 
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Ground control measurements using RTK GNSS were conducted using TxDOT RTN, and 

an average of 10-second observations on each target. The total station measurements employed a 

resection technique in which each target was observed from two different setups and later corrected 

using a least-squares adjustment. Temporary survey rebars were used on the ground, which served 

as the base for the total station measurements. The location of these two points (IPT1 and IPT2) 

was determined via RTK GNSS. Here, all measurements were relative to the temporary points. All 

ground control was surveyed in NAD83 (2011), ellipsoid heights. 

SurvNET: Total Station (Least Squares Adjustment) 

The least-squares adjustment on angle and distance measurements acquired using the total 

station was performed using SurvNET. During the survey, observations were made with the 

forward and reverse face of the total station with two electronic measurements performed per face 

of the equipment. This addressed the systematic errors in the instrument. Next, immediately before 

importing the points into SurvNET, the raw data were inspected so that blunders were detected 

and fixed. After formatting the data as per SurvNET requirements, the remaining random errors 

were adjusted out of the final point coordinates to create mathematically suitable geometric 

conditions. The a priori standard errors provided by the instrument manufacturer were used for 

setting up the adjustment. A chi-squared test was performed on the adjustment to check the 

“goodness of fit” and failed on the low end with a value of 54.62 being less than 60.7, which meant 

that the data was better than expected compared to the a priori standard errors at a 95% significance 

level. The standard error of unit weight for the adjustment was 1.16. After differencing the adjusted 

total station and the RTK GNSS measurements, it was observed that the differences were very 

minimal. The mean height residual and the absolute maximum height residual were -0.42 cm, and 

3.39 cm, respectively, with a standard deviation of 1.59 cm. Table 12 shows the results from the 
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least-squares adjustment as generated by SurvNET. Table 13 and Figure 13 summarize the 

minimal differences between the total station and the RTK GNSS measurements. 

Table 12. Results from the least-squares adjustment on SurvNET. 

 

Table 13. Differences between total station and RTK ground control measurements [Total 

Station - RTK].  

 



 

30 
 

 

Figure 13. Differences between total station and RTK measured heights (absolute values).  

GNSS Planning 

An important aspect of this research was surveying the study area on a day with favorable 

GNSS signal reception. Because this study is heavily reliant on GNSS accuracy, Trimble GNSS 

Planning online tool (Trimble, 2018) was used to ensure that the survey was scheduled for a day 

that provided suitable conditions for surveying, particularly in terms of satellite geometry and 

observability. The data collection phase took place between 07:30 and 19:00 CST. Figure 14 shows 

a fitting dilution of precision (DOP) during the survey period, particularly with a position dilution 

of precision (PDOP) that was at 1.1 or less during the fieldwork. The PDOP is indicated by the 

green line in the middle, and PDOPs lower than 2 generally indicate good satellite geometry. The 

suitability of these low DOP values is further supported by Sickle (2015), who also discusses the 

relationship between DOP values and the distribution of satellites. 

https://www.gnssplanning.com/#/settings
https://www.gnssplanning.com/#/settings
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Figure 14. DOP values during the survey period (source: Trimble GNSS Planning). 

Good observability of satellites was also important as the lack thereof can have a negative 

impact on results. Figure 15 shows the availability of GPS, GLONASS, Galileo, BeiDou, and 

QZSS satellites, and Table 14 shows the number of satellites observed during the survey time. 

Observe that the total number of satellites was no less than 26 at all times. 

 

Figure 15. Satellite availability during the survey period (source: Trimble GNSS Planning). 
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Table 14. Number of satellites observed during the survey time (Trimble GNSS Planning).  

System Number of satellites 

GPS 31 

GLONASS 23 

Galileo 24 

BeiDou 49 

QZSS 4 

 
Ground Control – Terrestrial Laser Scanner 

Lastly, a TLS survey was performed to allow for a comparison between DSMs generated 

with the WingtraOne UAS and that generated using the TLS. The scanner was operated using the 

onboard screen module and employed three setup positions at a stepping angle of 20 millidegrees, 

a horizontal field of view of 360º, and a vertical field of view of 70º (+30º, -40º). The scans had a 

total point cloud of 108,385,456. The horizontal and vertical accuracies for GNSS measurements 

were within 0.015 m. Table 15 and Table 16 summarize the details obtained from the scanner 

multi-station adjustment (MSA) report. 

Table 15. Overall TLS scan details MSA report. 

Coordinate system NAD83 (2011) Texas South, ellipsoid heights 

Laser pulse rate 1,200 kHz 

Field of view Horizontal (360º), vertical 70º (+30º, -40º) 

Stepping angle 20 millidegrees 

Gap closure distance 0.250 m 

Adjustment effort Standard 

Adjustment matches Planes to planes 

Project plane patches 879 

Scan position plane patches 3,449 

 

Table 16. General information for different TLS scan positions (MSA report). 

Scan Point Count Latitude Longitude 
GNSS acc. 

(horizontal) 

GNSS acc. 

(vertical) 

#1 35,707,924 N27º 40’ 10.7451” W97º 10’ 16.8361” 0.014 m 0.015 m 

#2 37,027,225 N27º40’ 14.0043” W97º 10’ 14.1445” 0.014 m 0.014 m 

#3 35,650,307 N27º 40’ 16.6647” W97º 10’ 12.8554” 0.014 m 0.014 m 

      

Total 108,385,456     



 

33 
 

3.3.3. UAS Access Permission and Adherence to Laws 

All use of UAS requires conducting surveys either in non-restricted areas or in restricted 

areas for which the necessary waivers and approvals have been submitted and granted. Also, UAS 

operators must be able to maintain visual sight of the aircraft throughout the survey. In addition, 

the use of UAS for non-recreational use, as was the case in this study, requires that the aircraft be 

registered with the Federal Aviation Administration (FAA) and operated by, or under the 

supervision, of a Certified Small UAS (sUAS) pilot. This study adhered to these by conducting 

flight missions in a non-restricted site (North Packery Channel) and acquiring the necessary 

permission to fly at Mustang Island State Park. The permit to fly at the park was granted by the 

Texas Park and Wildlife Department on November 11, 2020, and the UAS platforms utilized were 

registered with the FAA. All flights were conducted by registered and experienced sUAS pilots, 

who were able to maintain visual sight of the platforms at all times, as required by the FAA.  

3.4. Study Limitations and Assumptions 

This study is limited by the accuracy and efficiency of the hardware and software used, 

and the conditions found in the surveyed sites (i.e., weather, land cover). Also, as mentioned 

earlier, the study focuses on optimized UAS-SfM workflows and explores various combinations 

of existing techniques to examine the combination that yields the most accurate results. Although 

the results obtained herein can be replicated in different locations, small discrepancies should be 

expected when certain factors differ (i.e., weather, equipment accuracy, base stations). 

The workflows employed herein assume that (i) all hardware and software are well-

calibrated and performing to the best of their ability, including local and remote base station 

receivers, (ii) all stations are free of any bodies that may prompt signal obstruction  such as 

buildings, and that (iii) the weather conditions were the same in all pertinent locations. 
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3.5. Safety and Risk 

Safety and risk management are important considerations for all types of work, particularly 

when it involves fieldwork. Complications with such work might pose a threat to the well-being 

of those involved and potentially lead to unbudgeted expenses. This s tudy addressed safety 

concerns by following adequate measures while on the field such as scheduling the survey for an 

early weekday to avoid heavy traffic (vehicular and human), maintaining continuous visual sight 

of the UAS platforms, ensuring that parties involved were well hydrated throughout the day, and 

use of proper attire for the survey day. 

3.6. Datasets 

The raw datasets used in this study are the imagery collected using the pair of UAS, the 

GNSS measurements obtained through the base and rover stations, and the point cloud acquired 

using the TLS. The list of processed datasets includes the Receiver Independent Exchange Format 

(RINEX – both observation and navigation) files created from the raw GNSS measurements, the 

DSMs, DTMs, orthomosaics, and the point clouds created using the various SfM software. 

Ancillary data includes text files, reports, tables, and graphs generated after processing the data 

such as flight path plots, processing reports, and height profile differences. 

3.7. Methodology for GNSS Evaluation 

3.7.1. Overview 

This section explains the GNSS techniques and workflows used for georeferencing UAS 

imagery used in this study, precisely RTK, PPK, PPP, and the accuracies that these techniques can 

provide in comparison to autonomous or uncorrected imagery. These methods were implemented 

to determine whether they can reach the vertical accuracies stipulated by the OCS (2018). RTK 

evaluations used only imagery from the Phantom 4 RTK because the WingtraOne UAS does not 
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currently offer RTK capabilities. PPK evaluations used imagery from both the WingtraOne UAS 

and the Phantom 4 RTK. All PPP processing relied only on WingtraOne UAS imagery. Figure 16 

shows the general workflow utilized for the GNSS experiment. 

 

Figure 16. Workflow used for GNSS solutions experiments. 

3.7.2. Performance of the PPK Georeferencing Technique 

The PPK evaluation portion of this study was subdivided into the standard PPK workflow 

with Wingtra and the effects of different baseline distances, sampling rates, and PPK fix percentage 

of vertical accuracies. 

PPK Workflow with Wingtra 

WingtraHub was used for all WingtraOne UAS PPK processing. The software requires an 

observation file and at least GLONASS and GPS navigation files for accurate correction. The first 

step for PPK processing using the WingtraOne is to copy the binary raw GNSS file from the static 

receiver into a computer and use software that convert binary data into RINEX format. This study 

used SBF Converter to generate three RINEX files: an observation file, a GPS navigation file, and 

a GLONASS navigation file. The observation file was used as input on the NGS Online 

Positioning User Service (OPUS), to obtain precise coordinates for the base station. Although 

GNSS TESTS
Data 

acquisition
Raw data 

processing
GNSS 

Solutions

WingtraOne 
PPK UAS

PPK

Sampling 
rate

Baseline 
distance

PPK Fix 
Percentage

PPP

Autonomous

DJI 
Phantom 4 

RTK

PPK

RTK



 

36 
 

OPUS can take observation files at several rates (1s, 2s, 3s, 5s, 10s, 15s, 30s), it automatically 

decimates the observation file to 30s. Also, the service is only able to process files up to 60-65 

megabytes in size. If exceeded, supplementary tools are needed to decimate the observation rates.  

This becomes important when using observation files that cover longer periods, as they are more 

likely to exceed 60-65 megabytes 

The next step is to work with WingtraHub. One must ensure that the computer is connected 

to the internet and that the WingtraOne dongle is plugged into the computer. Within WingtraHub, 

the user needs to navigate to the directory that contains the folder with the imagery (the directory 

selected is not the one containing the imagery, but rather the one that immediately precedes it). 

After confirming the selection, an interface opens that prompts the user to enter base files, select 

the type of processing, and select the base location. See Figure 17 for an example of the interface. 

 

Figure 17. Screen capture of the WingtraHub interface. 

Once the base files have been added, select the “PPK processing” option and click the base 

location button. It is imperative to select the PPK processing because otherwise the option to add 

base files will disappear and the generated products will be autonomous and referenced to WGS84 

and EGM96. WingtraHub automatically creates copies of the RINEX files used for processing into 

the respective image folders and inevitably adds them as base files input to subsequent processing 

runs, even if the software is restarted. Therefore, to avoid mistakes, it is highly recommended to 

remove all base files before each processing run, adding only the ones that are needed, and always 

ensuring that there are no more than only the intended observation and navigation files at each 
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processing run. This means that if using the standard processing workflow, there should be no 

more than three base files in total, corresponding to the observation file for the base station in use, 

its GPS navigation file, and its GLONASS navigation file. WingtraHub does allow for other types 

of navigation files (i.e., BeiDou) to be added. However, GLONASS and GPS are the most widely 

used, and the two alone are sufficient for obtaining accurate solutions. Figure 18 shows an example 

of the WingtraHub interface after loading the observation and navigation files.  

 

Figure 18. Example of base file import in WingtraHub. 

The following step consists of creating a base location using the precise coordinates 

retrieved from OPUS. Figure 19 shows a completed base location in WingtraHub. The software 

saves every entry of a base location for future use, which is advantageous for projects that require 

different PPK runs for imagery collected under the same base station. WingtraHub recommends 

that the base station be referenced to WGS84 coordinates with ellipsoid heights. However, due to 

the nature of this study, NAD83 was chosen instead. The version of WingtraHub used for this 

project does not discern between different realizations of NAD83 (i.e., NAD83 2011), hence the 

use of NAD83, without specifying the 2011 epoch. Because different coordinate systems are 

available, it is equally important to certify that the desired system is being used and avoid undesired 

and potentially poor results caused by the use of the wrong coordinate systems. 
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Figure 19. Coordinate information used in WingtraHub for the local base in this project. 

Lastly, select the desired output format for the PPK corrected geotags. WingtraHub allows 

the user to export geotags in five different formats: Pix4D, Agisoft Metashape, Lat/Lon/Alt, 

Lon/Lat/Alt, and custom. The user must ensure the selection of the correct format as it will affect 

processing in the SfM software. This project used the Agisoft Metashape and Pix4D formats. 

WingtraHub runs took approximately 30 seconds. Geotags are generated as a Comma-Separated 

Value (CSV) file added to their respective imagery folder. A WingtraHub processing report is also 

added to the same folder. The report contains information such as the base files and location used, 

flight and processing information, and the PPK fix percentage and accuracies. See the example in 

Figure 20 (pertaining to the WingtraOne at 120m AGL processed using the local base at a sampling 

rate of 30s). It is recommended to inspect this report, as it can help to identify mistakes that may 

have taken place during PPK processing in WingtraHub, such as the selection of the wrong base 

files. Moreover, the report also alerts the user of potential errors that may lead to bad results. One 

of the common warnings observed during processing in WingtraHub, and also shown in Figure 

20, occurs when using base files with sampling rates larger than 25 seconds. 
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Figure 20. Example of a WingtraHub processing report (using the local base, 30s sampling rate, 

GLONASS, and GPS navigation files, with the WingtraOne UAS flight at 120 m AGL). 

Distance of Base Station 

The first PPK assessment of interest to this research evaluated the impact of increasing 

baseline distances on UAS survey accuracies. This phase followed the same workflow as the 

preceding subsection, with the only difference being that it also used remote stations as opposed 

to only the static base station. A total of 22 stations were used (one local base and 21 remote base 
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stations). Figure 21 shows the location of the different base stations used. This includes all 1-

second CORS located within an approximate radius of 200 km from the study site. 

 

Figure 21. Local base and remote stations used for baseline distance assessment. 

When using remote base stations, the source of RINEX files depends mainly on whether 

they are part of the CORS network or not. CORS data is usually downloaded from the User 

https://www.ngs.noaa.gov/UFCORS/
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Friendly CORS (UFCORS) online tool. However, they are automatically decimated to 30 seconds 

after one month as observed during this experiment and emphasized by Sickle (2015). This 

becomes relevant when processing GNSS data at higher sampling rates (i.e., 1 second), in which 

case the original files will need to be downloaded from less common sources such as the NOAA 

Comprehensive Large Array-Data Stewardship System (CLASS). CLASS is a free-of-charge 

alternative that requires the user to register an account. Table 17 shows the source of GNSS data 

for the base stations used in this project. 

Table 17. List of the stations used for PPK data processing and their respective sources that 

provided information about them. 

Station Description Distance Source 

Local Base Local Base Static - GNSS Receiver 

NRC 
Natural Resources Center Trimble Antenna 

(at Texas A&M University-Corpus Christi) 
16.28 km 

TAMUCC GNSS 

Server 

TXPO Port Aransas CORS 21.29 km CLASS 

TSAQ Texas State Aquarium Continuous GPS (cGPS) 26.90 km LSU 

TXCC Corpus Christi CORS 27.77 km CLASS 

TXAI Alice CORS 92.02 km CLASS 

TXBE Beeville CORS 100.50 km CLASS 

TXPV Port Lavaca CORS 120.61 km CLASS 

TXVA Victoria CORS 132.12 km CLASS 

TXFE Freer CORS 143.79 km CLASS 

TXRV Raymondville CORS 144.20 km CLASS 

TXKC Karnes City CORS 151.98 km CLASS 

TXED Edna CORS 153.74 km CLASS 

TXTI Tilden CORS 163.09 km CLASS 

TXCU Cuero CORS 163.20 km CLASS 

TXSD San Isidro CORS 164.94 km CLASS 

TXBC Bay City CORS 188.93 km CLASS 

TXPR Pharr CORS 191.56 km CLASS 

TXPL Pleasanton CORS 194.27 km CLASS 

TXBV Brownsville CORS 196.20 km CLASS 

TXHA Hallettsville CORS 199.69 km CLASS 

TXGZ Gonzales CORS 207.87 km CLASS 

 

Similarly, the RINEX files that are downloaded from these sources were observation and 

navigation files (GLONASS and GPS). These were used in OPUS to obtain precise base location 

https://www.ngs.noaa.gov/UFCORS/
https://www.avl.class.noaa.gov/saa/products/search?datatype_family=CORS
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coordinates and in WingtraHub for PPK processing. Therefore, apart from using a distinct set of 

base files and different base location coordinates, the overall process for the base station distance 

evaluation was the same as described in the previous section. All stations utilized for this test were 

at a 1s sampling rate and the set imagery used was the WingtraOne 120 m AGL flight. Results 

consist of graphs that best describe the relationship between distance and vertical accuracies. 

Observation Rate of Base Station 

The second PPK measure evaluated the influence of observation or sampling rate on 

vertical accuracies. This was accomplished by observing how these accuracies varied across 

different stations when using observation files at different sampling rates. The imagery used for 

this evaluation was also that of the WingtraOne 120 m AGL flight. This assessment followed the 

same general PPK workflow as the prior sections, including the implementation of both local base 

and remote stations. In addition, UNAVCO’s TCEQ tool was used to decimate the 1s (1 Hz) 

observation files for each of the stations into 5s, 15s, and 30s (0.2 Hz, 0.067 Hz, and 0.033 Hz, 

respectively) using a TEQC tutorial drafted by Estey & Wier (2014). See Figure 22 for an example 

of the decimation prompt using the command line. 

When performing the decimation, it is important to ensure that the command line is active, 

a step often overlooked when using the command line through Windows PowerShell. Also, the 

command must be run within the folder in which the TEQC executable is stored, and the resulting 

decimated files will be stored within the same directory. Results from the sampling rate evaluation 

consist of charts that represent the relationship between the sampling rate and vertical accuracies. 

 

Figure 22. Example of command-line prompt used for TEQC decimation. 
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PPK Workflow with DJI Phantom 4 RTK 

REDtoolbox was used for PPK processing using the DJI Phantom 4 RTK UAS. The 

workflow followed the same steps outlined in the “DJI Phantom 4 RTK GNSS Processing and 

Geotagging Tutorial” by AEROTAS (2018). The Phantom 4 RTK automatically creates a new 

folder for each set of batteries used. In this case, because two sets of batteries were used for the 

PPK flights, there were two folders that had to be processed through REDtoolbox, thus a total of 

four REDtoolbox geotagging runs. On top of the images, the base files used here are the same 

RINEX files used in WingtraHub (observation, GLONASS, and GPS), the timestamp file from the 

rover, and the observation file from the rover. The manual base position  option was chosen in 

order to use the base station information obtained from OPUS. Results from REDtoolbox are added 

to a new folder within the original imagery directory. Note that restarting the program is needed if 

using images that require more than one battery, otherwise REDtoolbox may output all geotagged 

files into a single folder (the first one used), which can cause confusion and affect results.  Figure 

23 shows the REDtoolbox interface after adding the required files and information. 

 

Figure 23. Screen capture of the REDtoolbox interface after importing all required files. 

https://www.youtube.com/watch?v=ihs_jX_PkWE
https://www.youtube.com/watch?v=ihs_jX_PkWE
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3.7.3. Performance of the RTK Georeferencing Technique 

DJI Phantom 4 RTK data was processed in both RTK and PPK mode. This allowed for 

determining whether the platform could achieve plausible vertical accuracies. When operating in 

RTK mode, the user connects to the TxDOT RTN through a Networked Transport of RTCM via 

an Internet Protocol connection. In a typical situation, the platform’s remote controller is connected 

to the Internet through a Wi-Fi hotspot or cellular modem connection. This study used the cellular 

approach with an AT&T SIM card. Regardless of the default WGS84 datum stated in the 

Exchangeable Image Format (EXIF) of the images, which the DJI populates, the TxDOT RTN 

uses NAD83 (2011) with ellipsoid heights. When operating in PPK mode, the RTK functionalities 

were disabled, and images were post-processed using PPK. Flight control was performed using 

the GS RTK application and PPK processing using REDtoolbox.  

Because the Phantom 4 RTK was first flown in RTK mode, its resulting imagery already 

included RTK solutions within the imagery EXIF. Therefore, no intermediary tool is needed, and 

the imagery is readily processable through the SfM software. 

3.7.4. Performance of the PPP Georeferencing Technique 

PPP processing was performed using mainly Inertial Explorer, a software that belongs to 

NovAtel’s Waypoint suite. The first step is to start a new project using the project wizard and 

saving the project under the desired folder. The user is then prompted to select the GNSS file. 

Unlike other PPP software such as CSRS-PPP and RTKLIB, Inertial Explorer does not require the 

use of SBF Converter to create an observation file. While the software can indeed use observation 

files, it can also work with raw GNSS files. Therefore, uploading the raw GNSS file from the rover 

can optimize processing and eliminate potential blunders that may occur in generating an 

observation file. Another benefit of using the raw file is that the rover receiver has camera events 
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encoded within the file, which Inertial Explorer can decode and use for PPP corrections, a 

functionality that is lost when using observation files instead. This is therefore another advantage 

of using Inertial Explorer as opposed to other PPP services such as CSRS-PPP and RTKLIB. 

Figure 24 shows the project wizard interface upon loading the GNSS file. 

 

Figure 24. Screen capture of raw GNSS import wizard in Inertial Explorer. 

Next, the user is prompted to specify parameters such as the antenna type, and optionally 

a base station file. When processing PPP, only the rover receiver data is needed. Base station 

information can be imported regardless, but Inertial Explorer ignores it when performing PPP 

processing. The WingtraOne UAS from both the 75 m and the 120 m AGL flights were used for 

the PPP evaluation. When the wizard steps are complete, an uncorrected map is displayed on the 

screen. Then, using the process tab, the user can select to process GNSS. The settings used for this 

test were PPP, Multi-Pass, GNSS UAV, and NAD83 (2011). These are summarized in Table 18. 

The Multi-Pass option maximizes convergence by passing converging Kalman filter sequentially 

between the various flying directions (NovAtel, 2020). This makes it possible to estimate float 

carrier phase ambiguities and reach better convergences. After initialization, the processing time 
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for a project of this size was under 20 seconds, and the software interface then shows the map with 

corrected points. Figure 25 shows the uncorrected and corrected maps. 

Table 18. PPP processing settings in Inertial Explorer. 

Processing method Precise Point Positioning (PPP) 

Processing direction Multi-Pass 

Profile GNSS UAV 

Datum NAD83 (2011) 

 

  

Figure 25. Inertial Explorer interface with uncorrected (left) and PPP corrected (right) points, 

using imagery from the WingtraOne UAS at 120m AGL. 

The Export Coordinates Wizard was utilized to export the corrected coordinates. The 

wizard allows the user to select the information that will be included in the output and their 

respective formats (i.e., latitude and longitude in decimal degrees, ellipsoid heights). The output 

file is of text (.txt) format and can be converted into a CSV for use in the SfM software. By the 

time these steps are complete, the working directory will contain several files such as precise clock 

data, precise orbit data, and flight trajectory that the software directly downloads from either a 

publicly available server or a provider known as TerraStar Near Real-Time (NRT). However, 
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Access to TerraStar files requires additional licensing, which was not used during this study. 

Therefore, the publicly available precise products were used for PPP processing.  

3.7.5. Data Processing 

All GNSS evaluations were performed using Pix4D. The workflow essentially consisted 

of importing the imagery and respective geotags, setting the input coordinate system to NAD83 

(2011) and the output coordinate system to NAD83 (2011) Texas South. Ellipsoid heights were 

used for both input and output. The template used for processing within Pix4D was the 3D Maps 

Template, and default settings were used that included full image scale, aerial grid, and standard 

calibration method. The Pix4D workflow is discussed in more detail Section 3.8. 

3.7.6. Accuracy Evaluation 

The accuracy of evaluation for the GNSS test was performed using ground control as 

checkpoints in Pix4D. These varied in terms of RTK GNSS surveyed control and total station 

surveyed control. Furthermore, accuracy measures were obtained from Pix4D processing reports 

as well as using the LAScontrol module of LAStools. RMSEs from the processing report are based 

on how well the SfM bundle adjustment fits to the tagged checkpoints within the software. 

LAScontrol provides a direct measure of the vertical accuracy of the exported dense cloud. For 

efficiency purposes, the use of LAStools is discussed in more detail later in this thesis.  

Finally, DSMs were created using data from the WingtraOne UAS (at 75m AGL) and that 

of the TLS, which allowed for generating a DSM of Difference (DoD) between the two systems. 

Original DSMs were created using the “blast2dem” command (Figure 26) on LAStools and clipped 

to the same extent before being dif ferenced against each other.  

 

Figure 26. “blast2dem” command to generate DSMs in LAStools. 
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Another general method employed consisted of comparing ellipsoid height values from the 

UAS against those observed using RTK GNSS natural ground measurements. This was assessed 

by differencing the RTK GNSS measured value from the DSM. These measurements were 

acquired over four cross-shore transects (Figure 27) along the beach, running from the water line 

to the dune toe. The transects were spaced roughly 100 m apart alongshore, and cross-shore 

measurements collected at a spacing of approximately 5 meters. 

 

Figure 27. Path of height transects measured using RTK GNSS overlayed on top of WingtraOne 

UAS orthomosaic (75m AGL). 
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3.8. Methodology for SfM Software Evaluation 

3.8.1. Overview 

This section explains the influence of SfM software on UAS-SfM. It discusses the methods 

implemented with the SfM software tested: Drone2Map (v2.3.2), Metashape (v1.7.2), ODM 

(1.9.11), and Pix4D (v4.6.4), their performances, advantages, and disadvantages, and finally 

summarizes the main takeaways from this experiment. The section utilizes data from both North 

Packery Channel and Mustang Island State Park (WingtraOne UAS, 75 m AGL). For both sets of 

data, PPK only corrections were applied, and checkpoints are used solely for model accuracy 

assessment. This experiment followed the workflow depicted in Figure 28. 

 

Figure 28. Workflow used for the SfM software experiment. 

3.8.2. Agisoft Metashape 

The Metashape workflow follows that documented in the United States Geological Survey 

workflow drafted by Over et al. (2021). The workflow starts with importing the UAS imagery into 

Metashape, importing the respective geotags, selecting the appropriate coordinate systems, and 

GATHER DATA COLLECTED IN THE FIELD

•UAS data from WingtraOne UAS (North Packery Channel)

•UAS data from WingtraOne UAS (Mustang Island State 
Park, 75m AGL)

PROCESS DATA IN SFM SOFTWARE

•Drone2Map

•Metashape

•ODM

•Pix4D

COMPARE PROCESSING RESULTS

•RMSEs from processing report

•RMSEs from LAStools

•Overall appearance of point clouds

•Overall appearance of orthomosaics, DSMs, and DTMs
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calibrating the camera. The recommended camera and tie point accuracies were used, and the 

imagery aligned using the high accuracy setting so that the best estimates for camera positions 

were achieved. The keypoint limit was set to 60,000 and the tie point limit was set to 0 so that all 

matched points are kept for processing. Then, the camera was calibrated , and the camera and tie 

point accuracies were adjusted. The next step was to add and tag the control targets that were used 

as checkpoints. Next, a series of optimizations that use a least-squares bundle adjustment was 

employed to estimate internal and external camera orientations. Finally, the dense point clouds, 

DSMs, DTMs, and orthomosaics were generated. NAD83 (2011) was used as the input coordinate 

system and outputs referenced to NAD83 (2011) Texas South, ellipsoid heights, and a 5 cm 

resolution used to generate the orthomosaics, DSMs, and DTMs. 

3.8.3. Pix4Dmapper 

The Pix4D workflow followed mostly its default settings, with minor changes when 

generating orthomosaics, DSMs, and DTMs. Processing starts with adding the imagery and 

geotags and selecting the Standard 3D processing template. Initial processing occurs during step 

1. Here, the software extracts specific features as keypoints in the images, matches these features 

between various images, and calibrates the internal and external parameters of the camera. This  

step was completed using full image scale (which utilizes full image scale for precise results), 

aerial grid option used for matching image pairs (which optimizes image pairs for flights flown in 

grid/corridor pattern), and the standard calibration method (standard settings for optimization of 

internal and external parameters. This resulted in a sparse 3D model that is used in subsequent 

steps. Checkpoints were added after the initial processing, and then the model was reoptimized. 

Densification and generation of point clouds and mesh occur in step 2. Here, the software 

densifies the 3D model created in the previous step to create a point cloud and mesh. In this step, 
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the point cloud was classified to improve the DTM, and the resulting files were merged into a 

single file. No 3D textured mesh was generated. All other settings were left as default (half image 

scale, optimal point density, 3 minimum number of matches). The image scale determines the scale 

of images at which additional 3D points are computed. The optimal (or default) point density 

means that a 3D point is computed by a ratio of 4 / (the image scale size) pixels of the image used 

(Pix4D, 2017). For example, if the image scale is 0.125, a 3D point is computed for every 32 pixels 

(equivalent to 4/0.125 pixels) of the original image. Orthomosaics, DSMs, and DTMs are created 

in step 3. The resolution of these products was adjusted as needed. All other settings were left as 

default. The noise filtering option corrects erroneous points with the median a ltitude of 

neighboring points. The sharp surface smoothing preserves the orientation of the surface and keeps 

the sharpness of corners and edges of features such as buildings. Inverse Distance Weighting 

interpolation is used, in which interpolation occurs in such a way that nearby points have a larger 

influence on the predicted value than points farther away. Output products were also referenced to 

NAD83 (2011) Texas South, ellipsoid heights, and a 5 cm resolution used for orthomosaics, 

DSMs, and DTMs. 

3.8.4. Drone2Map 

The Drone2Map workflow starts by loading the software and launching the 2D Full project 

template. Before this, users may be prompted to log into their ESRI account before having access 

to the software. The current version of Drone2Map has issues handling projected coordinate 

systems that are not WGS84, such as in the case of this study. This can be fixed by either using 

GCPs to georeference the model or converting the checkpoints to WGS84. This project used the 

latter option. This allowed the imagery to be loaded in WGS84 and final products georeferenced 

to WGS84 Universal Transverse Mercator (UTM) Zone 14N. 
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Because Drone2Map has the same algorithm as Pix4D, processing parameters were 

selected to match the choices described previously in the Pix4D section. However, Drone2Map 

has four major steps: initial, dense, 2D Products, and 3D Products. The initial and 2D Products 

steps are equivalent to Pix4D’s steps 1 and 3, respectively. Unlike Pix4D, Drone2Map splits the 

densification step and the point cloud generation into two: first, the densification occurs, and then 

the 3D products (i.e., point cloud and mesh) are generated. Despite this difference, it was still 

possible to set the parameters between Drone2Map and Pix4D similar to each other. The resulting 

products were also referenced in ellipsoid heights and output using a 5 cm resolution. 

After a brief correspondence with an ESRI representative at the American Geophysical 

Union Conference in 2021 and the ASPRS Conference in 2022, it was determined that ESRI is 

working to update the algorithm that is currently used by Drone2Map, which is likely to solve the 

issues it currently has with non-WGS84 systems. Part of this change includes the discontinuity of 

the Pix4D algorithm and the adoption of another that offers more robustness. This is a development 

that will be followed closely. 

3.8.5. OpenDroneMap 

Usage of ODM is pertinent to installing the required dependencies (GitHub, Docker, and 

Python). The process of installation followed the ODM installation guide scripted by Toffanin 

(2020). All processing is done on a web browser (hence the name WebODM, see Figure 29) and 

the first step is to change the processing node hostname from default (usually “webodm -node-

odm-1”) to the IP address of the computer being used for processing. The IP address can be found 

by opening the Windows PowerShell and typing the command “docker network inspect 

odm_default.” This command will print information for various containers, and the IP address of 

interest here is the one under “odm_node-odm-1.” Copy and paste only the numbers that appear 

https://git-scm.com/downloads
https://docs.docker.com/desktop/windows/install/
https://www.python.org/downloads/windows/
https://docs.opendronemap.org/installation/
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before the backslash. Processing can start after changing the hostname to the IP address and saving 

the changes. Recall that ODM used imagery with PPK corrections embedded in their EXIF. 

 

Figure 29. Screen capture of the Interface of ODM. 

After starting a new project and importing the images, the user needs to adjust the 

processing parameters as needed. Unlike the other SfM software, the current version of ODM 

requires that this adjustment take place before processing begins, equivalent to batch processing. 

Table 19 shows the options that were changed from their defaults. Refer to Figure 30 for an 

example of the ODM user interface during parameter selection and processing, and Figure 31 

shows an example of the ODM interface once processing begins. 

Table 19. Processing parameters that were changed during ODM processing. 

Parameter Function Changed to 

debug Prints error messages. Enable 

dem-resolution Sets the resolution for DSM and DTM. 0.05 m 

dsm Generates a digital surface model. Enable 

dtm Generates a digital terrain model. Enable 

force-gps 
Forces imagery GPS data to be used for reconstruction 

even if GCPs are added to the project. 
Enable 

ignore-gsd Caps the maximum resolution of image outputs. Enable 

optimize-disk-space 
Deletes heavy intermediate files to optimize disk 
space usage. Helpful when using computers with 

limited disk space available. 

Enable 

orthophoto-resolution Sets the resolution for the orthomosaic. 0.05 m 

pc-classify 
Classifies the point cloud outputs using a simple 

morphological filter. 
Enable 

pc-rectify 
Rectifies point clouds: wrongly classified points are 

reclassified, and gaps are filled. Useful for DTMs.  
Enable 
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Figure 30. Example of ODM screen showing some of the processing parameters. 

 

Figure 31. Example of ODM interface during processing. 
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As mentioned previously, ODM was processed using coordinate information embedded 

into the imagery EXIFs as opposed to an external CSV file. Attempts were made to use external 

CSVs, which led to processing failure. Furthermore, the process of ground control tagging in ODM 

is more complex than in its counterparts. Targets need to be tagged on the GCP Interface menu of 

the software, and tagging properties exported as a text file before being loaded along with the input 

imagery. A more efficient and increasingly popular alternative is to mark the first target, next 

export the text file, and finally reopen the file and continue to edit the file for the remaining targets. 

However, this process is more prone to blunders, thus extreme caution is needed.  

The version of ODM tested in this study only supports the use of GCPs for georeferencing 

but not as checkpoints for evaluating the accuracy of UAS-SfM models. After correspondence 

with the software’s lead developers, a feature request has been added that would enable this 

functionality, but there is currently no estimate of when that will be accomplished. In the interim, 

accuracy can be evaluated using other tools and software, hence the use  of LAScontrol in this 

study. Moreover, ODM works in WGS84 by default, and the coordinate system used cannot be 

controlled or adjusted through the input parameters. This means that like Drone2Map, the resulting 

products were in WGS84 UTM Zone 14N, with ellipsoid heights, and a resolution of 5 cm. At the 

end of processing, products (i.e., point cloud) can be downloaded as a zip folder and extracted for 

use in software such as ArcGIS Pro and CloudCompare. 

3.8.6. Accuracy Evaluation 

The first accuracy evaluation in this section was made in terms of RMSEs from processing 

reports given by the software used. Processing reports, which rely on bundle block adjustment, are 

not used for ODM runs because the values provided in the report may not be accurate when using 

checkpoints, though they are when using GCPs. The second accuracy assessment is made via 

https://github.com/OpenDroneMap/ODM/issues/1302
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results from LAScontrol. Recall from earlier sections that the processing report describes how well 

the SfM bundle adjustment solution fits the checkpoints tagged in the SfM software used, while 

LAScontrol directly measures the vertical accuracy of the dense point cloud exported from the SfM 

software. Figure 32 shows an example of LAScontrol being used to calculate the vertical accuracies 

of a UAS-SfM model using a point cloud generated within Pix4D. 

 

Figure 32. Example of LAScontrol prompt to calculate vertical RMSEs from the point cloud. 

Metashape and Pix4D used the original control values as defined via RTK GNSS while 

Drone2Map and ODM used ground control that was converted to WGS84 UTM Zone 14N due to 

anomalies associated with the two software when using non-WGS84 systems. It must be 

emphasized that there is an issue with LAScontrol that yields the wrong units of measure when 

computing the RMSEs (i.e., showing 1.2 feet when it should be 1.2 meters). Manual RMSE 

computations were conducted to ensure that the value given is correct and only the unit label is 

wrong, and it was concluded that it was indeed the case: the value itself was correct but the label 

was not. This issue has been reported to the developers. 

Finally, qualitative observations were made on the resulting point clouds, orthomosaics, 

DSMs, and DTMs generated with the different software. CloudCompare and ArcGIS Pro were 

used for visualization purposes. 

  



 

57 
 

CHAPTER IV 

RESULTS AND DISCUSSION 

4.1. GNSS Georeferencing Techniques 

4.1.1. PPK Evaluation Results – WingtraOne UAS 

Distance of Base Station 

Overall, the accuracy of PPK processing was inversely proportional to the distance between 

the survey site and the base station utilized. Figure 33 shows the increase in RMSEs as the baseline 

distance increased. This figure uses the WingtraOne imagery at 120 m AGL and different base 

stations at a 1s sampling rate. 

 

Figure 33. Vertical RMSEs for base stations located at different distances (WingtraOne UAS, 

120m AGL, PPK only solutions, at 1s sampling rate. This chart is not scaled to account for the 

spatial distance between the stations). RMSEs from Pix4D processing report, accuracies relative 

to total station checkpoints. 
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Observe that the RMSEs for base stations located at shorter distances are lower than those 

at farther distances. For example, the local base yielded an RMSE of 8.85 cm while Gonzales had 

1.28 m. Another example is the Corpus Christi station, which reached 4.31 cm compared to Karnes 

City’s 28.32 cm. Except for the local base (8.85 cm) and TXPLO (22.16 cm), the stations located 

within 30 m of the study area yielded vertical RMSEs of less than 5 cm. The slightly higher RMSEs 

at the local base are hypothesized to have been caused by its placement on sand/beach, which is 

not a stable structure. However, efforts were conducted to avoid or at least minimize displacement. 

After several processing runs, the 22.16 cm RMSE for TXPO is believed to have been a potential 

fault with the station at the time of the survey that affected the 1s sampling rate more than others.   

Figure 34 shows the linear (R2 = 0.51) and exponential (R2 = 0.63) fits of the relationship 

between RMSEs and baseline distances. The figure uses the WingtraOne imagery at 120 m AGL 

and a 30s sampling rate and baseline distances. R2 is the coefficient of determination and explains 

the correlation between two variables. The higher the R2 the stronger the correlation. 

 

Figure 34. Trendlines for RMSE vs Distance (WingtraOne UAS, 120m AGL, PPK only 

solutions, 30s sampling rate). RMSEs from Pix4D processing report, accuracies relative to total 

station checkpoints. 
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Figure 35 shows the same relationship with the local base excluded. With the local base 

excluded, the linear and exponential fit changed slightly and the new R2 values were 0.52 and 0.62, 

respectively. 

 

Figure 35. Linear and exponential fits for RMSE vs Distance with the local base excluded 

(WingtraOne UAS, 120m AGL, PPK only solutions, 30s sampling rate). RMSEs from Pix4D 

processing report, accuracies relative to total station checkpoints. 

Observation Rate and PPK Fix Percentage 

Interesting results were obtained when assessing the impact of different sampling rates on 

RMSEs. The results obtained were not as straightforward as anticipated since no clear pattern or 

uniformity was observed. As shown in Figure 36, a given sampling rate could lead to the highest 

accuracy in one station while failing to do so in another. For instance, at times when 30s performed 

better than 1s (i.e., the local base yielded 8.85 cm at 1s and 8.36 cm at 30s) and other times the 

contrary happened (i.e., the TXBC station yielded 24.56 cm at 1s and 27.38 cm at 30s). Although 

no clear pattern was achieved, overall, sampling rates of 5s and 30s achieved higher accuracies 

than 1s and 15s. The cumulative RMSEs for each of the sampling rates used yielded 900.03 cm 

for 1s, 619.77 cm for 5s, 648.79 cm for 15s, and 531.89 cm for 30s.  
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While this study ensured that the receivers were free of obstructions and operated as 

efficiently as possible, there are factors such as the presence of a brief storm on the day of the 

survey, and potential multipath that might have been present in some of the remote base stations, 

that may have contributed to receiver-recorded noise, which becomes more detectable at a higher 

sampling rate. This is similar to observations made by Erol et al. (2020), who gathered GNSS data 

for 4 hours and used TEQC to decimate a 0.1-second observation file into 0.2s, 1s, 5s, 15s, and 

30s. They processed the static data using CSRS-PPP and found that higher sampling rates are 

essential to identify dynamic movements of structures but not necessary to achieve high GNSS 

accuracies. In their study, higher rates led to low-level solutions. While the study deviates slightly 

from this project for using PPP processing instead of PPK, the nature of the issue is comparable 

since it uses static GNSS data (observation, and GPS and GLONASS navigation files).  

 

Figure 36. RMSEs results for different base stations and sampling rates (WingtraOne UAS, 

120m AGL, PPK only solutions). RMSEs from Pix4D processing report, accuracies relative to 

total station checkpoints. 
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Tests suggest that when evaluating the use of different base stations, the PPK fix percentage 

may take precedence over the sampling rate. According to Wingtra (n.d.), the PPK fix percentage 

is the percentage of UAS images that have been corrected using PPK solutions. Results showed 

that higher percentages yield the lowest RMSEs. This is best described in Figure 37, where points 

located closer to a PPK fix of a hundred percent yielded lower RMSEs than others, regardless of 

the sampling frequency. Additional testing showed that the PPK fix percentage decreases as the 

base station distance increases (i.e., the local base has 100% fix at 1s while Gonzales had 0%) and 

can irregularly vary for the same station when using different sampling rates (i.e., Alice having 

68.33% fix at 1s, 45.83% at 5s, 72.50% at 15s, and 69.17% at a 30s rate).  Refer to the appendices 

for more information about each station’s RMSE, distance, and PPK fix percentage.  

 

Figure 37. Influence of PPK fix percentage on vertical RMSEs (WingtraOne UAS, 120m AGL, 

PPK only solutions). RMSEs from Pix4D processing report, accuracies relative to total station 

checkpoints. 

RTK GNSS vs Total Station 

PPK solutions were also evaluated in terms of accuracy when using checkpoints surveyed 

with RTK GNSS in comparison to checkpoints surveyed with a total station. Minimal differences 

were observed: the total station measurements were more consistent than the RTK observations. 
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Tests were performed using 1s and 30s sampling rates at the local base using the WingtraOne flight 

at 120 m AGL, and the results are presented in Figure 38 and Table 20. The vertical RMSEs for 

the total station surveyed points were 8.85 cm at 1s and 8.36 cm at 30s. Similarly, the RMSEs for 

the RTK-observed targets were 8.66 cm at 1s and 8.16 cm at 30s. The standard deviation for the 

total station control was 1.42 cm at 1s and 1.31 cm at 30s. The standard deviation for the RTK 

measurements was 2.42 cm at 1s and 4.27 cm at 30s. 

 

Figure 38. RMSEs for total station vs RTK surveyed control (WingtraOne UAS, 120m AGL, 

PPK only at 1s and 30s). Results from Pix4D processing report.  

 
Table 20. Statistic measures for Total Station and RTK surveyed ground control using the local 

base station. Uses imagery of WingtraOne UAS flight at 120m AGL. Results from Pix4D 

processing report, accuracies relative to total station checkpoints. 

Survey Mode Rate Mean Sigma Z RMSE 

Total Station 1s -8.74 cm 1.42 8.85 

Total Station 30s -8.26 cm 1.31 8.36 

RTK 1s -8.32 cm 2.42 8.66 

RTK 30s -7.84 cm 2.27 8.16 

 

This is tied to the SurvNET material discussed in earlier sections. The lower standard 

deviation values suggest greater precision or consistency amongst the total station points, thus 

good local accuracy precision. The lower RMSEs for RTK surveyed points suggest that the RTK 

survey may have better global accuracy. It must be emphasized that the accuracy of the total station 
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survey ultimately depends on RTK GNSS because all results are tied to the temporary setup points 

that were established using GNSS 

4.1.2. PPK Evaluation Results – DJI Phantom 4 RTK 

PPK-only solutions for the Phantom 4 RTK imagery were obtained using REDtoolbox, and 

the local base station at Mustang Island State Park (1s sampling rate). Results obtained from the 

Pix4D processing report (Table 21) yielded a vertical RMSE of 8.44 cm, which was only 4 mm 

lower than its WingtraOne counterpart at the same base station and sampling rate.  

Table 21. Statistic measures for DJI flight in PPK mode. Uses local base station, results from 

Pix4D processing report, accuracies relative to total station checkpoints. 

Mode Rate Z RMSE 

PPK 1s 8.44 cm 

 

4.1.3. RTK Evaluation Results 

RTK solutions were obtained using the TxDOT RTN. As explained earlier, the captured 

imagery’s coordinates were automatically corrected using RTK as they were captured. Therefore, 

the images were ready for processing in Pix4D as soon as they were retrieved from the UAS 

platform. The vertical RMSE for this dataset was 7.27 cm. See results in Table 22. 

Table 22. Statistic measures for DJI flight in RTK mode. Uses results from Pix4D processing 

report, accuracies relative to total station checkpoints. 

Mode Rate Z RMSE 

RTK 1s 4.27 

 

4.1.4. PPP Evaluation 

PPP tests consisted of using WingtraOne UAS imagery at 75 m AGL and 120 m AGL. As 

read from the Pix4D processing report, PPP processing results (Figure 39) were 32.86 cm and 

90.80 cm for flying heights of 75 m and 120 m, respectively. As expected, larger RMSEs are 
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experienced when flying the platform at a higher altitude. After PPP processing, Inertial Explorer 

contains several plots that help users understand how well the workflow performed. While there 

are several plots available, the next paragraphs in this section explore some of the plots obtained 

from the 120 m flight that are worth discussing. The first of these plots is the number of satellites 

available, and as shown in Figure 40, there was indeed a good availability of satellites throughout 

the entire flight, except for a brief period right after takeoff when no satellites were detected.  

 

Figure 39. PPP results for WingtraOne UAS flights at altitudes 75m and 120m AGL. RMSEs 

from Pix4D processing report, accuracies relative to total station checkpoints. 

 

Figure 40. Number of satellites available during flight time (generated in Inertial Explorer). 
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The PDOP graph in Figure 41 suggests that there was good satellite geometry for most of 

the flight duration. The green color represents exceptional geometry. As seen in the graph, the 

PDOP value was mostly under 1.45. Apart from a few peaks that reached 1.65, the only gap 

occurred at the same time while no satellite was detected and there was a relatively higher peak 

(2.70) immediately before the end of the flight. Observe that the PDOP values in this figure are 

mostly less than 2, which is consistent with the predictions obtained from Trimble GNSS planning 

before the field survey (recall Figure 14). Once again, this consistency suggests good satellite 

geometry for the period that the survey was conducted.  

 

Figure 41. PDOP measure throughout flight time. Graph generated in Inertial Explorer. 

Finally, the height profile in Figure 42 shows the expected flight pattern, as its height 

relative increases from approximately -23 m relative to the ellipsoid (which represents ground 

level) to roughly 105 m (± 4 m) also relative to the ellipsoid and holds that approximate height 

until the end of the flight. Therefore, this plot can serve as confirmation of that flying altitude. The 

height profile also reflects the brief period when no satellite information was available.  
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Figure 42. Height profile throughout flight time. Graph generated in Inertial Explorer. 

4.1.5. Supplementary Results 

DSM of Differences 

DSMs from the low altitude WingtraOne UAS flight and the TLS were differenced to map 

the areas of Mustang Island State Park to map the performance of the two systems across the study 

area. The DSMs used for the DoD are shown in Figure 43 and the result from the calculation is 

shown in Figure 44. Comparable results were obtained from the DoD, however, differences in 

height were observed along the western edge of the mapped area. This was caused by the UAS 

and the TLS having different reach. Because the UAS was operated above the study area, it was 

able to thoroughly see the top of vegetation and the man-made structures (i.e., picnic tables and 

chairs) that were located in the area better than the TLS, consequently leading to a range of -6.58 

m and 3.31 m. For this specific clipped area, the DoD yielded a mean of approximately 8 mm. 

These values are summarized in Table 23. 
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Figure 43. WingtraOne UAS DSM (75 m AGL) vs TLS DSM. DSMs of 5 cm resolution. 

 

Figure 44. DSM of Differences (5 cm resolution). 



 

68 
 

Table 23. Statistics of DSM of Differences. 

Range (m) -6.58 to 3.31 

Mean (m) 0.008 

RMSE (m) 0.16 

 

These statistics are influenced by the extent of the clipping area. For example, reducing the 

western region would reduce the range between minimum and maximum values as it would further 

remove noisy points from the dataset and likely have an impact on the overall mean and RMSE. 

Nevertheless, the results obtained from this DoD serve as good measures that the UAS flight and 

the TLS accuracies do not differ significantly. 

DSM vs RTK GNSS 

Overall, the differences between the two were within centimeter-level, with means across 

all transects between 0.055 m and 0.093 m. The mean of differences yielded 0.08 m (transect 1), 

0.055 m (transect 2), 0.072 m (transect 3), and 0.093 m (transect 4). Table 24 and Table 25 

summarize these differences, and Figure 45 shows the height profiles for each of the transects. 

Table 24. Height differences between WingtraOne UAS DSM (75m AGL) and RTK GNSS 

measurements. 
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Table 25. Mean, standard deviation, and RMSEs of height differences between WingtraOne 

UAS DSM (75m AGL) and RTK GNSS. 

 
Transect 

1 

Transect 

2 

Transect 

3 

Transect 

4 

Mean of differences (m) 0.080 0.055 0.072 0.093 

Std. dev. of differences (m) 0.018 0.047 0.021 0.014 

RMSE (m) 0.082 0.073 0.075 0.094 

 

.  

Figure 45. Height difference among four RTK GNSS transects compared to the WingtraOne 

UAS flight (75 m AGL). 

Autonomous vs GCPs 

For comparative purposes, it was important to show how accuracy is affected by using 

GCPs for georeferencing the UAS imagery both on autonomous or uncorrected imagery and on 

PPK-corrected imagery. To generate autonomous geotags, WingtraHub was used without selecting 

the “PPK processing option,” as discussed in the methodology. Recall that when not using this 

option, no base station or base location is needed in WingtraHub.  

Pix4D was used for this stage of the study. Both the autonomous and the PPK-corrected 

imagery (local base, 1-second sampling rate) were processed first without any GCPs, and then 
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with all twenty-five GCPs. The vertical RMSEs were 15.66 m for autonomous only, 0.87 cm when 

adding GCPs to the autonomous dataset, 8.85 cm for PPK-corrected only using the local base at 

1s, and 1.02 cm when adding GCPs to the PPK-corrected imagery. These results showed the 

significant extent to which GNSS correction techniques improve results compared to the 

autonomous mode. In addition, they verified the information described in the literature review 

about indirect georeferencing providing far better results than direct georeferencing.  Table 26 

summarizes the influence of using GCPs to aid with georeferencing of imagery on autonomous 

and PPK-corrected UAS data. Observe that the vertical RMSE decreased by 15.65 m after adding 

GCPs to the autonomous dataset, and 7.83 cm after adding GCPs to PPK corrected imagery. This 

is a testament to the efficiency of GCPs in improving the accuracies of surveys. 

Table 26. Difference in vertical RMSEs for autonomous and PPK-corrected imagery 

(WingtraOne UAS imagery at 120 m AGL) before and after adding GCPs for georeferencing. 

RMSEs from Pix4D processing report, relative to total station checkpoints. 

Method RMSE (cm) 

Autonomous 1566.09 

Autonomous + GCP 0.87 

PPK (local base 1s) 8.85 

PPK (local base 1s) + GCP 1.02 

 

4.1.6. Summary of Results (GNSS Techniques) 

This section used data from Mustang Island State Park to evaluate the impact that different 

GNSS techniques would have on vertical accuracies of UAS-generated products. As outlined in 

the preceding sections, imagery from a WingtraOne UAS was used to conduc t PPK, PPP, and 

autonomous tests. Imagery from a Phantom 4 RTK UAS was used for PPK and RTK assessments. 

The PPK results presented here use local base corrections at a sampling rate of 1s.  
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Results showed that the choice of georeferencing technique affects accuracies in different 

ways. When using imagery from the WingtraOne (at 75 m AGL), the RMSEs yielded were 9.51 

m (autonomous), 5.29 cm (PPK), and 32.86 cm (PPP). In contrast, WingtraOne imagery acquired 

at 120 m AGL yielded RMSEs of 15.66 m (autonomous), 8.85 cm (PPK), and 90.80 cm (PPP). 

The discrepancy between corrected and uncorrected GNSS is consistent with studies such as  

González-García et al. (2020) that observed as much as a 98% reduction in positional errors after 

implementing RTK corrections. Figure 46 summarizes the accuracy results achieved with the 

various techniques. 

 

Figure 46. Accuracy comparison of autonomous, PPK, and PPP GNSS techniques using 

WingtraOne UAS imagery (75 m and 120 m AGL). RMSEs from Pix4D processing report, 

relative to total station checkpoints. 

Results also showed minor differences between the RTK and PPK techniques using DJI 

Phantom 4 RTK imagery. Both the PPK and RTK alternatives provided vertical accuracies at the 

centimeter level, thus suggesting that they are suitable for survey-grade work. Figure 48 

summarizes the acquired RMSEs of 8.44 cm (PPK) and 7.27 cm (RTK). 



 

72 
 

 

Figure 47. Comparison of PPK vs RTK accuracies using DJI Phantom 4 RTK imagery  (59 m 

AGL). RMSEs obtained from Pix4D processing report, relative to total station checkpoints. 

4.2. SfM Processing Software 

This section evaluates the quantitate and qualitative impact of different SfM processing 

software on UAS-SfM.  

Results from SfM processing software are presented according to the survey site. The next 

subsections will show that the SfM software used to process UAS imagery has a greater impact on 

the accuracy of a model than it does on the overall appearance of DSMs, DTMs, and orthomosaics.  

4.2.1. Results Using Dataset from North Packery Channel (September 04, 2020) 

Results from North Packery Channel yielded the highest accuracies when using Metashape 

and Pix4D. Overall, performances were influenced by both the software and the assessment 

measure used (processing report versus LAStools).  

The processing reports yielded RMSEs of 6.13 cm (Pix4D), 6.49 cm (Metashape), and 

11.59 cm (Drone2Map). LAStools yielded RMSEs of 6.54 cm (Metashape), 7.29 cm (Pix4D), 10 

cm (ODM), and 10.96 cm (Drone2Map). These results are summarized in Table 27 and Figure 48. 

Since the test version of ODM does not have a concept of checkpoints, no RMSEs from the 

processing report are presented. All results from North Packery Channel use checkpoints relative 

to RTK GNSS, as no total station was used for data acquisition. 
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Table 27. Difference in vertical accuracies for North Packery Channel dataset (WingtraOne 

UAS, 100 m AGL, RMSEs relative to RTK GNSS checkpoints). 

 
RMSE (cm) 

Processing Report 

RMSE (cm) 

LAStools 

Drone2Map 11.59 10.96 

Metashape 6.49 6.54 

ODM N/A 10.00 

Pix4D 6.13 7.29 

 

  

Figure 48. Vertical RMSEs for different SfM software for North Packery Channel dataset 

(WingtraOne UAS, 100 m AGL, RMSEs relative to RTK GNSS checkpoints). 

The software used also impacts the quality of generated UAS-SfM products, as observed 

in Figure 49. As the figure shows, the edges of the mapped areas are much less smooth with 

Metashape than the remaining software. This happens because, unlike the others, Metashape does 

not smooth out the edges of the mapped area. Refer to the appendices for examples of DTMs, 

orthomosaics, and point clouds. 
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Figure 49. Resulting DSMs for North Packery Channel (WingtraOne UAS, 100 m AGL). 
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The ability to mask unwanted or noisy features within Metashape was also of interest to 

this study. When using masks during UAS-SfM data processing, noisy points are ignored and 

subsequently disregarded when generating the resulting products. Tests showed that masks are 

powerful in excluding noise from final products, especially when mapping areas that encompass 

non-static features (i.e., water and vegetation). Masking has also proved to impact vertical 

accuracies (6.49 cm without masking, 6.40 cm after masking). Figure 50 shows the difference 

between the unmasked and masked DSMs. Observe that the masked DSM is cleaner than the 

unmasked DSM. Figure 51 shows the Metashape interface before and after masking. 

  

Figure 50. Unmasked vs masked DSMs for North Packery Channel (WingtraOne UAS, 100 m 

AGL, RMSEs relative to RTK GNSS checkpoints). 
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Figure 51. Screen capture of Metashape interface showing the point cloud before masking (left) 

and after masking (right) of water features at North Packery Channel.  

4.2.2. Results Using Dataset from Mustang Island State Park (July 13, 2021) 

Mustang Island State Park results also yielded the lowest RMSEs when using Metashape 

and Pix4D. All processing for this dataset used imagery from the WingtraOne UAS flight at 75 m 

AGL and checkpoints relative to the total station. The vertical RMSEs from processing reports 

were 5.29 cm (Pix4D), 6.55 cm (Metashape), and 12.63 cm (Drone2Map). On the other hand, the 

vertical RMSEs from LAStools were 6.74 cm (Pix4D), 6.77 (Metashape), 13.67 cm (Drone2Map), 

and 1.45 m (or 145.69 cm for ODM). These results are summarized in Table 28. 

Table 28. Difference in vertical accuracies for Mustang Island State Park (WingtraOne UAS, 75 

m AGL, RMSEs relative to total station checkpoints). 

 
RMSE (cm) 

Processing Report 

RMSE (cm) 

LAStools 

Drone2Map 12.63 13.67 

Metashape 6.55 6.77 

ODM N/A 145.69 

Pix4D 5.29 6.74 
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The most unexpected performance from Mustang Island State Park was the vertical RMSE 

reported in ODM (1.45 m), which differed significantly from results using the North Packery 

Channel dataset. Several processing runs were conducted to examine potential reasons behind this 

issue, including processing the same set of imagery in Pix4D (yielding an RMSE of 5.17 cm). 

Given the much lower RMSE in Pix4D with the same dataset, including photos with the 

coordinates embedded in the imagery EXIFs, it was determined that this was not due to a blunder 

or human error. At this time, the hypothesis is that ODM is having an issue with the data itself. 

Further investigation is needed to better understand these inconsistencies. For comparative 

purposes, GCPs were used for ODM alone, to evaluate its performance if GCPs were to be used. 

Figure 52 summarizes the RMSEs for all software, including ODM with and without GCPs.  

 

Figure 52. Processing results for different SfM software using data from Mustang Island State 

Park (WingtraOne UAS, 75 m AGL, RMSEs relative to total station checkpoints, although there 

are two examples of using GCPs for ODM). 
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The resulting products were also very similar between all four SfM software. Figure 53 

shows the similarities between the DSMs. Once again, Metashape generated products with a 

slightly different shape than its counterparts.  

  

  

Figure 53. Resulting DSMs from Mustang Island State Park (WingtraOne UAS, 75 m AGL). 
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4.2.3. Summary of Results (SfM Software Comparison) 

As observed in the preceding sections, Metashape and Pix4D were the best performing of 

the software tested, having achieved centimeter-level accuracy. Drone2Map consistently yielded 

vertical RMSEs below 14 cm, and ODM led to surprising results as it performed well with the 

North Packery Channel dataset, yet poorly with the Mustang Island State Park dataset. 

Drone2Map and ODM were of significant interest for this study, because of the former’s 

compatibility with ArcGIS, and the latter’s feasibility. Some of the advantages of Drone2Map 

include fast rendering in ArcGIS Pro, creation of project files that can be accessed and processed 

in Pix4D, ease of area and volumetric measurements, and the ability to export features for ArcGIS 

online use. Some of the disadvantages of Drone2Map are abrupt closures, common freezing during 

tagging of ground control, known issues when using non-WGS84 reference systems, and a slightly 

longer processing time. Other advantages and disadvantages of Drone2Map as shown in Table 29 

below, in its comparison with Pix4D. 

Table 29. Comparison between Drone2Map and Pix4D. 
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One of the biggest advantages of ODM is that it is open-source. Other benefits include 

powerful visualization options through web viewing, batch processing, and the ability to add 

multiple processing jobs to the queue. Disadvantages of ODM include complex installation 

procedures, reliance on several other tools (i.e., Docker, GitHub), and issues with non-WGS84 

reference systems. In addition, the time taken to process data in ODM can be very irregular, even 

when using the same dataset. There were times when the data was processable within 30 minutes, 

and when reprocessing the same dataset, it could take hours to process. At times, ODM requires 

the processing window to remain active or maximize for the user to see progress in processing 

time, otherwise, it could process for days. Table 30 compares the advantages and disadvantages of 

Metashape, ODM, and Pix4D, and Table 31 summarizes the strengths and weaknesses of all four 

SfM software examined in this study. 

Table 30. Comparison between Metashape, ODM and Pix4D. 
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Table 31. Strengths and weaknesses of Drone2Map, Metashape, ODM, and Pix4D. 
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CHAPTER V 

SUMMARY OF LESSONS LEARNED 

5.1. Lessons Learned from GNSS Evaluation 

The major lessons learned from the impact of GNSS solutions on UAS-SfM vertical 

accuracies are summarized as follows: 

➢ PPK and RTK GNSS solutions without the aiding of GCPs can achieve vertical 

accuracies that consistently meet and exceed the objectives of this study. Vertical 

accuracies of 0.5 meter at the 95% confidence level are required, and these techniques 

showed to fulfil such requirement. 

➢ RTK corrections of UAS image geolocations can achieve centimeter-level vertical 

accuracy based on the computed RMSEs relative to high accuracy control points. 

However, RTK performance is affected by the coverage area of the RTN (i.e., TxDOT 

RTN) used for data collection as well as availability of the cellular network at the time 

of the survey. Because RTN coverage is limited along coastlines, it is important to 

ensure that the UAS operates within close range of the base station transmitter to 

receive real-time corrections. 

➢ PPK corrections on image geolocations can also achieve vertical accuracies at the 

centimeter level based on the computed RMSEs relative to high accuracy control 

points. Performance is affected by factors such as the distance between base station and 

the survey site, the percentage of images that undergo PPK fix, and the quantity and 

quality of GNSS observations acquired at a given sampling rate. Also, the accuracy of 

PPK can potentially suffer when setting up a local base station on non -stable 

environments such as sandy beach surfaces. 
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➢ Remote station distance, PPK fix percentage and sampling rate: 

o Overall, vertical RMSEs increase as the baseline distance of the GNSS 

reference station increases. Results from this study recommend using a base 

station within 30 km of the survey region for PPK processing. When deploying 

a local base station on unstable surfaces such as sandy beach sediments, a 

stabilized nearby CORS station may be a more viable alternative, if available, 

leading to a better PPK solution as demonstrated in this study. 

o In terms of accuracy impact, the PPK fix percentage reported by the respective 

PPK processing software is an important metric to consider in addition to 

baseline distance. On several occasions, remote stations located closer to the 

survey area with a lower PPK fix percentage yielded higher RMSEs than those 

farther away with a higher fix percentage. 

o Estimating the influence of GNSS baseline distance on PPK accuracies can be 

an unfair comparison if not considering contributing factors such as potential 

multipath or receiver specific noise, signal obstruction, antenna quality, and 

weather conditions at where the base stations are located. 

o When evaluating the influence of GNSS base station sampling rate on the 

accuracy of PPK solutions, there was no consistent pattern favoring one 

sampling rate over another. While higher frequencies (e.g., 1 Hz) are typically 

favored, they can be prone to capturing more signal noise if present, which can 

negatively affect data accuracy. Results observed in this study are similar to 

those reported in other studies. When ground control is available for accuracy 
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validation, a best practice is to evaluate multiple PPK solutions at different 

sampling rates and select the one providing the best vertical RMSE.  

➢ PPK does not require maintaining a real-time connection during flight to receive 

broadcast corrections. Although RTK is efficient, if the signal coverage is lost during 

flight, those mage geolocation corrections cannot be retrieved, which degrades the 

quality of SfM processing solutions. 

➢ Kinematic PPP solutions can reach at least decimeter-level vertical accuracy based on 

the computed RMSEs relative to high accuracy control points. PPP accuracy results 

obtained in this study did not meet the NOAA OCS requirement of a 0.5 m level vertical 

uncertainty at the 95% confidence level, and the results showed significant differences 

in vertical RMSE between the 75 m AGL and 120 m AGL WingtraOne UAS flights at 

Mustang Island State Park. Several factors can contribute to the quality o f a PPP 

solution, including atmospheric conditions at the time of flight, satellite geometry, and 

the observation time of the rover GNSS. 

➢ While open-source alternatives do exist for Kinematic PPP processing, such as CSRS-

PPP and RTKLIB, there is currently limited information about the use of such services 

for application to UAS technology. This happens mainly because these alternatives 

were primarily developed for static purposes and adjusted to allow kinematic 

processing. In addition, they often do not offer synchronization between the timestamps 

of image capture and processing time as obtained from the tool or software. 

➢ This study used NovAtel Inertial Explorer as a straightforward Kinematic PPP 

alternative. Although commercial, it can synchronize the timestamps from the UAS 

platform and the time information from the geolocation processing results to correctly 
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apply image corrections. It also provides various useful plots for evaluating the quality 

of a PPP processing result. Before processing in SfM software, each row of a PPK 

solution needs to be matched to the respective image they represent. The camera events 

used for time synchronization only show when those events happened, but they do not 

generate geotags that are tied to the image names, which is needed for processing in 

software like Pix4D and Drone2Map. This is a straightforward process as the order in 

which the solutions are given matches the order that the photos were taken; except they 

are not matched as they are in RTK or PPK processing. 

➢ Further test is recommended to determine the optimal workflow for applying PPP to 

UAS-SfM surveys for surveying shorelines and remote areas. One test to consider is 

whether recording static GNSS observations on the UAS for extended periods before 

flight will improve the PPP solution. 

➢ Autonomous GNSS flights reached vertical RMSEs as high as 15 meters in this study. 

Based on these results, uncorrected GNSS solutions for UAS-SfM are not a viable 

alternative for NOAA OCS surveying purposes. 

➢ RTK GNSS versus total station surveyed ground control: 

o When comparing differences in UAS-SfM vertical accuracies, lower standard 

deviations of error were observed with the total station surveyed checkpoints. 

This suggests that the total station survey control provides higher precision and 

more consistency point-to-point relative to RTK GNSS. 

o Although the total station control may offer higher precision, its absolute 

georeferencing is only as accurate as the instrument points it uses as a reference. 

Because this study used RTK GNSS to establish the instrument points, the total 
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station coordinates are also influenced by the accuracy of the RTK at the time 

the temporary points were established. 

o Differences in accuracies observed between total station and RTK GNSS 

control in this study were minimal. Although one may gain more precision with 

a total station, RTK is a more practical solution for validating UAS-SfM 

accuracies in most cases. This is especially true when performing UAS surveys 

over dynamic sandy beaches in coastal zone where sediment flux is constantly 

changing, and differences of a few centimeters in elevation are acceptable. 

5.2. Lessons Learned from SfM Software Evaluation 

➢ Both case studies showed that Metashape and Pix4D produced the lowest vertical 

RMSEs, thus suggesting that they are the most robust of all alternatives explored. Based 

on PPK only solutions and no GCP adding, both software continuously yielded vertical 

accuracies at the centimeter level. 

➢ Drone2Map and ODM failed to achieve similar vertical accuracies to Metashape and 

Pix4D. Drone2Map consistently yielded RMSEs within the 10-15 cm range. ODM was 

able to reach approximately 10 cm RMSE with the North Packery Channel dataset 

while reaching errors greater than 1 m with the Mustang Island State Park dataset. 

Subsequent use of GCPs within ODM resulting in that error dropping down to 

centimeter-level vertical accuracy. 

➢ The choice of software also influences the qualitative appearance of the derivative 

mapping products generated from the imagery and point cloud data, including DSMs, 

DTMs, and orthomosaics. These differences ranged from subtle differences to more 

substantial, such as when comparing Metashape to the other software tested. Choice in 
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resolution, interpolation function, smoothing, color blending, and other parameter 

settings can influence the appearance of derivative mapping products.  

➢ Tested versions of Drone2Map and ODM evaluated in this study do not properly 

support non-WGS84 coordinate systems when using checkpoints. Checkpoints needed 

to be converted from NAD83 (2011) Texas South to WGS84 UTM Zone 14N to enable 

more accurate results for comparison to Pix4D and Metashape results.  

➢ ODM has no concept of checkpoints within the software interface as the software 

currently supports GCPs only. To evaluate the accuracy of models, the data was first 

processed without any ground control, and then the LAScontrol module of LAStools 

used to obtain accuracy results based on the exported dense cloud. 

➢ Drone2Map, Metashape, and Pix4D can take coordinate information in either an 

external file or embedded into the imagery EXIF. ODM processing repetitively failed 

when using external geotag files. Drone2Map may experience shifting of some of the 

input images to the Prime Meridian when using geotags from an external CSV file.  In 

addition, slightly lower RMSEs were observed when using geotags embedded into the 

imagery EXIF. Although, this may be within random numerical variability. 

➢ RMSE values reported in the processing reports are based on how well the SfM bundle 

adjustment solution fits to the tagged checkpoints within the software. In contrast, the 

LAStools approach provides a direct measure of the vertical accuracy of the exported 

dense point cloud. Accuracy results based on both methods were very consistent and 

generally within a centimeter difference. Results show that the RMSEs based on 

checkpoint comparisons in the processing report are also a good indicator of the 

positional accuracy of the densified point cloud. However, caution must be taken 
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because reconstruction accuracy can vary by image texture. Distinct features (i.e., aerial 

control targets) may not be representative of point cloud fidelity in other regions of the 

reconstructed scene. 

➢ When using checkpoints for evaluation of UAS-SfM accuracy, the number and 

distribution of checkpoints throughout the scene is a key factor to consider. The reader 

is recommended to refer to the ASPRS (2015) for more guidance. As an example, a 

minimum of 20 checkpoints distributed throughout the scene is a recommendation.  

➢ Some software applications filter out noisy features or keypoints automatically with 

little or no user input. This is the approach that Pix4D uses. The advantage of this 

method is that users do not need to worry about the internal workings of the SfM 

software, enabling a more efficient, easier processing workflow. The disadvantage is 

having to depend on the capability of the software to filter out noisy point features 

automatically and accurately, which can vary for different environments. Alternatively, 

some software allows the user to filter out the points based on a set of accuracy metrics. 

This feature enables the user to tune the feature matching and removal of spurious 

points based on the terrain being mapped. Agisoft Metashape uses this approach. 

Whichever software suite is used for SfM processing, it is necessary to follow proper 

software guidelines and select proper processing settings.  
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CHAPTER VI 

CONCLUSION AND FUTURE WORK 

6.1. Conclusion 

As part of an investigation conducted by the Office of Coast Survey at the NOAA, this 

project sought to identify post-processing GNSS solutions for kinematic surveying without using 

GCPs. While GCPs provide very accurate results, they are unsuitable for surveying remote areas, 

particularly with regard to UAS deployment from ships. A series of surveys were conducted at 

North Packery Channel and Mustang Island State Park to evaluate the feasibility of various GNSS 

techniques and SfM processing software. Results showed that the choice of GNSS technique and 

SfM software can have a significant impact on the quality of UAS-generated products.  

In terms of PPK and RTK led to the lowest vertical RMSEs, followed by PPP and then 

autonomous flights. PPK and RTK were able to achieve centimeter-level vertical accuracies and 

satisfy the objectives of this study of reaching RMSEs no greater than 50 cm when multiplying the 

RMSE by a factor of 1.96, so they can be utilized as alternatives to GCPs for surveying remote 

areas. Kinematic PPP reached decimeter-level accuracies, with the promise to perform even better 

with improved convergence. Autonomous GNSS led to several meters of error and is unsuitable 

for survey-grade applications. Both PPP and autonomous failed to satisfy the goals of this study.  

When using remote base stations for PPK processing, the best results were achieved with 

stations located within 30 km of the survey site. Although no clear relationship was observed 

between sampling rate and accuracy, tests showed that better accuracies are achievable with higher 

PPK fix percentages. The study also showed that the method used to survey ground control can 

also influence accuracies. While RTK surveyed control yielded lower RMSEs, total station 

measurements were more consistent and suggest greater local accuracy between the targets.  
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Moreover, Drone2Map, Metashape, and Pix4D were the most consistent processing 

software options. Metashape and Pix4D led to the highest accuracies and reached centimeter-level 

vertical accuracies. Inconsistencies found with tested versions of Drone2Map and ODM included 

substantially higher RMSEs when using non-WGS84 coordinate systems with no GCPs, which 

fails to meet the requirements of this project since no use of GCPs is intended. 

The solutions herein explored also drastically reduce the amount of time taken for SfM 

data acquisition and processing. Eliminating reliance on GCPs means that no time is invested into 

distributing GCPs across the survey area and taking measurements on them, thus no time is needed 

to mark them during post-processing, thus expediting the process of UAS surveying. The highest 

accuracies are reached with the right combination of RTK or PPK and Pix4D or Metashape. The 

results discussed in this study are limited to the survey site and equipment used. 

6.2. Recommendations 

This study has been of extreme significance to the author as it helped to understand ways 

to optimize UAS data acquisition and processing for mapping shorelines and remote areas. The 

challenges encountered during this study help to make a few recommendations in terms of both 

GNSS solutions and SfM processing software.  

First, it is recommended to fly at lower altitudes and utilize PPK or RTK corrections. If 

using different UAS platforms for comparison purposes, it is recommended to adjust the flight 

heights to ensure that similar GSDs are obtainable with the various platforms. Second, it is 

recommended to use base stations located as close to the survey site as possible. The closer the 

better. While local base stations are favored, unstable land use (i.e., beaches) can lead to relatively 

higher RMSEs. Therefore, when occupying said environments, the use of remote base stations 

should be considered. Third, the percentage of PPK fixes is very important. When deciding the 
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sampling rate to use, consider using the rate that yields the highest fix percentage, which may not 

always be the highest sampling rate.  

As for the processing software, the recommendation is to use Metashape or Pix4D, 

primarily because they can generate the lowest RMSEs and are compatible with non-WGS84 

coordinate systems such as NAD83 (2011) Texas South. When attempting to produce DSMs and 

DTMs that are as free of noise as possible, Metashape is potentially a better alternative as it allows 

for the masking of non-static features such as water and vegetation. However, in doing so, it is 

recommended to generate the orthomosaics before masking because it helps to better visualize the 

survey area. Lastly, Drone2Map proved to be a powerful tool for online visualization, therefore it 

should be considered when planning projects that are intended to generate products that will be 

used online. 

6.3. Future work 

Future work consists of further exploring the applicability of Kinematic PPP for UAS 

surveys. Given that past studies have reached centimeter-level accuracies in the past, under slightly 

different workflows, it is of great interest to explore the impact that allowing longer convergence 

times can have on PPP accuracies. It is probable that allowing the UAS platform to stand static for 

some time before deployment might improve results.  

Also, given the logistical ease that ODM can provide, it would be beneficial to explore and 

solve the challenges with its inconsistencies. Brief correspondence with developers showed that 

there is potential to collaborate on creating a more stable software that supports non -WGS84 

reference systems when not using GCPs. Finally, changes within ESRI’s Drone2Map are expected 

within one year of this writing. Future work could also evaluate how the upcoming algorithm 

performs in comparison with the one tested in this study.  
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APPENDIX A 

FIELD NOTES AND SUMMARY OF WORKFLOW 

Field notes from Mustang Island State Park survey (July 13, 2021). 

 

 

Figure 54. Mustang Island State Park survey field notes. 
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Summarized workflow for planning, data collection, post-collection, and processing phases of the 

Mustang Island State Park Survey. 

Pre-Survey Preparation 

▪ Use GNSS Planner to select an adequate survey date/time. 

▪ Design the WingtraOne UAS flight missions (75m AGL + 120m AGL, PPK mode).  

▪ Design the DJI Phantom 4 RTK flight missions (59m AGL, RTK + PPK modes).  

▪ Charge all batteries for the equipment to be used. 

▪ Load equipment into the truck (GNSS receivers, data collector, WingtraOne UAS, DJI 

Phantom 4 RTK, remote controller, aerial targets, tripod for the base station, wind reader, 

memory cards, etc.) 

Survey – Ground Truth 

▪ Take notes about environmental/weather conditions (wind speed, survey location, etc.). 

▪ Set up the base station at a location free of obstructions. 

▪ Link data collector to the base receiver. 

▪ Start collecting GNSS data on the base station at logging intervals of 1 second (1 hertz). 

▪ Lay out aerial targets appropriately. 

▪ Verify that the batteries are charged, and the memory cards are inserted. 

▪ Connect to the TxDOT RTN. 

▪ Survey ground control using RTK GNSS (10-second average). 

▪ Survey ground control using a total station: 

o Use RTK GNSS to establish two temporary stations for the total station survey. 

o Set temporary stations just outside the area covered by all the ground control. Mark 

these points with rebars nailed to the ground as deeply as possible.  
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o Take total station measurements on each of the targets with the total station from 

one of the stations, and once complete, move the total station to the second station 

and re-survey all targets. Backsight the initial station. 

▪ Collect laser scanner measurements from three pre-established stations, using TxDOT 

RTN for station locations with Riegl antenna. 

▪ Collect RTK GNSS height profiles along four transects on the beach. 

Survey - WingtraOne UAS flight (PPK mode) 

▪ Select the 75m AGL PPK mission and double-check that it is in order. 

▪ Place the platform on the site of deployment. Make sure that no obstructions are nearby. 

▪ Deploy platform and start flight mission. Keep visual sight of the platform at all times 

and make sure to halt the mission for battery change as needed. 

▪ Once completed, change batteries, and repeat this process with the 120m AGL design. 

Survey - DJI Phantom 4 RTK flight (RTK mode + PPK mode) 

▪ For RTK mode, make sure to enable the RTK functionality and connect to the TxDOT 

RTN. For PPK mode, make sure to disable the RTK functionality. Need not connect to 

TxDOT RTN. 

▪ Place the platform on the site of deployment. Make sure that no obstructions are nearby.  

▪ Deploy platform and start flight mission. Keep visual sight of the platform at all times 

and make sure to halt the mission for battery change as needed. 

Post-Survey 

▪ Make sure that all ground truth measurements have been collected. 

▪ Collect all ground control and the base station. 

▪ Back in the office, download the data acquired in the field then store the equipment.  
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▪ Generate RINEX files using SBF Converter (observation, GPS, and GLONASS). 

▪ Retrieve precise ephemeris base station coordinates from OPUS (using the observation 

file from the base station). 

▪ Separate the GNSS data from the rover into CGPs data and transect data. 

▪ Use SurvNET to perform a least-squares adjustment on total station points holding to 

RTK GNSS 3D coordinates from the first temporary station and azimuth from both 

temporary stations 1 and 2. 

▪ Clean the point cloud data generated using the laser scanner. 

▪ Use RTK GNSS to establish two temporary stations for the total station survey. 

▪ Data Processing 

o GNSS evaluation: process the acquired data using different combinations of 

GNSS techniques (PPK, RTK, PPP). Process supplementary data in autonomous 

mode as well as using GCPs. 

o SfM evaluation: process the acquired data using different combinations of SfM 

software (Drone2Map, Metashape, ODM, and Pix4D). 
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APPENDIX B 

GNSS DATA PREPARATION 

OPUS sample result (precise coordinates). 

 

Figure 55. Precise OPUS solution using the local base station at Mustang Island State Park. 
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GNSS data decimation using TEQC. 

The first two lines show the decimation of 1s GNSS data for TXPO and TXCC into 5 seconds.  

The third line shows the decimation of 1s TXPO data into 15 seconds. 

The fourth line shows the decimation of 1s TXPO data into 30 seconds. 

 

Figure 56. Command-line capture of 1s data decimation for TXPO and TXCC stations. 

 

NRC GNSS data merge. 

Because the NRC observation data is grouped into single hours, they had to be merged into a single 

observation file before submission into OPUS. This process was also performed with TEQC using the 

prompt displayed below. 

 

Figure 57. Command-line capture of 1s data merge for the GNSS Trimble Antenna at 

TAMUCC’s NRC Building. 
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APPENDIX C 

WINGTRAHUB OUTPUT FORMATS AND PROCESSING REPORTS 

WingtraHub output formats for generating image geotags. 

 

 

Figure 58. Metashape and Pix4D geotag WingtraHub output formats. 

 

 

 

Figure 59. Lat/Lon/Alt (top) vs Long/Lat/Alt vs Custom geotag WingtraHub output formats.  
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Example of WingtraHub processing reports (using WingtraOne UAS imagery at 120 m AGL and PPK 

processing using the local base station at various sampling rates). 

 

Figure 60. WingtraHub processing report using dataset from WingtraOne UAS at 120 m AGL, 1-

second sampling rate, local base. 



 

110 
 

 

Figure 61. WingtraHub processing report using dataset from WingtraOne UAS at 120 m AGL, 5-

second sampling rate, local base. 
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Figure 62. WingtraHub processing report using dataset from WingtraOne UAS at 120 m AGL, 

15-second sampling rate, local base. 
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Figure 63. WingtraHub processing report using dataset from WingtraOne UAS at 120 m AGL, 

30-second sampling rate, local base. 
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APPENDIX D 

PPK PROCESSING 

Base stations used for PPK processing. 

 

Figure 64. Map of all base stations used for PPK processing of the Mustang Island State Park 

dataset. 
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Local and remote base stations located within 30 km of Mustang Island State Park that were used for 

PPK processing. 

 

Figure 65. Base stations located within 30 km of the Mustang Island State Park survey site. 
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Combined tables summarizing PPK processing results from WingtraHub and Pix4D reports. 

Table 32. WingtraHub and Pix4D PPK processing accuracies (Mustang Island State Park, 1s 

sampling rate WingtraOne UAS at 120 m AGL, RMSEs relative to total station control). 

 

Table 33. WingtraHub and Pix4D PPK processing accuracies (Mustang Island State Park, 5s 

sampling rate WingtraOne UAS at 120 m AGL, RMSEs relative to total station control). 
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Table 34. WingtraHub and Pix4D PPK processing accuracies (Mustang Island State Park, 15s 

sampling rate WingtraOne UAS at 120 m AGL, RMSEs relative to total station control). 

 

Table 35. WingtraHub and Pix4D PPK processing accuracies (Mustang Island State Park, 30s 

sampling rate WingtraOne UAS at 120 m AGL, RMSEs relative to total station control). 
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APPENDIX E 

PRECISE POINT POSITIONING 

Screenshot of Inertial Explorer processing settings. 

 

Figure 66. Settings used for PPP processing (Inertial Explorer) 

 

Note about CSRS-PPP. 

An attempt was made to perform PPP corrections using CSRS (interface shown in Figure 

67). Although the CSRS-PPP workflow is not yet satisfactory and requires further assessment, the 

author deemed it important to briefly discuss it. The service is accessible through the Government 

of Canada website, under Geodetic Tools and Data. The first step is to create a user account on the 

Natural Resources Canada website. CSRS-PPP uses only the RINEX observation file from the 

rover for computing accurate positions for the onboard trajectory. Upon correspondence with the  

Canadian Geodetic Survey, two methods incorporating the CSRS-PPP service would be dependent 

on whether (i) the data used is from onboard GNSS data (in which case processing would be done 

in kinematic mode) or (ii) observations were collected on GCPs (data collected would be processed 

https://webapp.geod.nrcan.gc.ca/geod/tools-outils/ppp.php?locale=en
https://www.nrcan.gc.ca/home
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in static mode). The former helps to increase the absolute accuracy of the imagery while having 

less impact on the relative accuracy. The latter would help increase both the absolute and the 

relative accuracy of the imagery. Although data collected was collected on GCPs, this project used 

the observation file from the onboard GNSS option because of its focus on eliminating reliance on 

GCPs. 

When using this tool, the processing mode was set to static, and NAD83 Epoch 2010.0 and 

the Canadian Geodetic Vertical Datum of 2013 (CGVD2013) were selected as horizontal and 

vertical reference systems, respectively. Lastly, the observation file generated using SBF 

Converter is loaded into the RINEX space, and the default parameters are used for the rest. CSRS-

PPP also decimates the observation file to a sampling rate of 30 seconds. The Canadian Geodetic 

Survey has a tool named GPS-H, which is often used to convert CGVD2013 elevations into 

NAD83 (2011). However, this tool was not used in this test because the position estimates 

generated through CSRS-PPP are initially relative to the ellipsoid as this is the nature of GNSS. 

The use of GPS-H is encouraged when using orthometric heights, however. 

CSRS-PPP results are sent to the email used during registration within 10 minutes of 

submission as a zip file. The file includes information such as positioning data for each epoch 

processed, processed, clock offsets, zenith delay, and tropospheric gradient. Because CSRS-PPP 

solutions include every epoch observed during the flight (including lift and landing, see  Figure 

68), the user needs to develop a strategy to synchronize only the epochs that match the time in 

which the photos were taken. CSRS-PPP does not provide such functionality. 

https://webapp.geod.nrcan.gc.ca/geod/tools-outils/gpsh.php?locale=en


 

119 
 

 

Figure 67. Interface of CSRS-PPP. 

 

Figure 68. Epochs recorded WingtraOne UAS PPK (WingtraOne UAS at Mustang Island State 

Park, 120 m AGL, CSRS-PPP report). 
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APPENDIX F 

HEIGHT TRANSECT DIFFERENCES 

Excerpt of Python script used for height transect differences between UAS and RTK GNSS.  

 

Figure 69. Excerpt of Python script used to plot transect height differences. 
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APPENDIX G 

MULTI-STATION ADJUSTMENT REPORT 

Multi-station adjustment report from the TLS. 

 

Figure 70. Page 1 of the MSA report from the TLS (at Mustang Island State Park). 
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Figure 71. Page 2 of the MSA report from the TLS (at Mustang Island State Park). 
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Figure 72. Page 3 of the MSA report from the TLS (at Mustang Island State Park). 
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Figure 73. Page 4 of the MSA report from the TLS (at Mustang Island State Park). 
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Figure 74. Page 5 of the MSA report from the TLS (at Mustang Island State Park). 
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Figure 75. Page 6 of the MSA report from the TLS (at Mustang Island State Park). 
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APPENDIX H 

UAS GENERATED DTMS, ORTHOMOSAICS, AND POINT CLOUDS  

DTMs, orthomosaics, and point clouds for North Packery Channel using different software.  

  

  

Figure 76. North Packery Channel DTMs (WingtraOne UAS dataset at 100 m AGL). 
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Figure 77. North Packery Channel orthomosaics (WingtraOne UAS dataset at 100 m AGL). 
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Figure 78. North Packery Channel point clouds (WingtraOne UAS dataset at 100 m AGL, 

screenshot from CloudCompare). 

Drone2Map Metashape 

Pix4D ODM 
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DTMs, orthomosaics, and point clouds for Mustang Island State Park using different software.  

  

  

Figure 79. Mustang Island State Park DTMs (WingtraOne UAS dataset at 75 m AGL). 
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Figure 80. Mustang Island State Park orthomosaics (WingtraOne UAS dataset at 75 m AGL). 
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Figure 81. Mustang Island State Park point clouds (WingtraOne UAS dataset at 75 m AGL, 

screenshot from CloudCompare). 

Drone2Map Metashape 

ODM Pix4D 



 

133 
 

APPENDIX I 

PROCESSING REPORTS FROM SFM SOFTWARE 

Note that no accurate report is available for ODM when using checkpoints, as discussed 

throughout this thesis. 

Checkpoint accuracy results from processing reports using the tested SfM software.  

 

Figure 82. Checkpoint accuracies from Drone2Map processing report (uses Mustang Island State 

Park local base at 1s, WingtraOne UAS at 75 m AGL). RMSEs relative to total station 

checkpoints. 
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Figure 83. Checkpoint accuracies from Metashape processing report (uses Mustang Island State 

Park local base at 1s, WingtraOne UAS at 75 m AGL). RMSEs relative to total station 

checkpoints. 
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Figure 84. Checkpoint accuracies from Pix4D processing report (uses Mustang Island State Park 

local base at 1s, WingtraOne UAS at 75 m AGL). RMSEs relative to total station checkpoints. 


